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Ongoing 21cm observation
LOFAR(Netherland)MWA(Australia) PAPER(South Africa)
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Future 21cm observation

SKA1-Low(Australia)SKA1-LOW(2015/10/28段階, オーストラリアに建設予定)

Future 21cm observation

• 周波数：50-350MHz 

• 周波数分解能：~1kHz 

• 角度分解能：~1分角 

• 視野：>4×4平方度 

• 最大基線長(core)：~700m

frequency 50-350MHz

frequency 
resolution ~1kHz

angular 
resolution ~1arcmin

field of view >4×4deg^2

maximum 
base line length ~700m
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Lyman-α emitter(LAE)

・high-z galaxy bright in Lymanα-line 
・one of the ionizing sources 
・narrow band survey by HSC @z=6.6, 7.3 
・Ultra Deep, Deep field → 2D cross-correlation 
・+PFS → 3D cross-correlation

◎Check qualitative feature of cross-spectrum  
   under our realistic IGM simulation 
   → Hasegawa et al. 2016(1603.01961)
◎Detectability of 2D and 3D cross-spectrum 
⇒・Comparison ultra deep with deep field 
   ・necessity of PFS
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Table 6: LAE and LAB Samples

narrow-band NB387 NB816a NB921a NB101a

redshift 2.18 ± 0.02 5.71 ± 0.05 6.57 ± 0.05 7.30 ± 0.04
N b

UD – 3.9k (60) 1.7k (30) 39 (0)
N b

D 9.0k (730) 14k (360) 5.5k (100) –
V c

UD – 1.2 1.2 0.79
V c

D 6.0 9.6 9.8 –
L(Lyα)d

UD – 1.5 2.5 6.8
L(Lyα)d

D 2.7 2.9 4.1 –
sciencee LA LA, CR LA, CR LA, CR

Notes – a) We will use these narrow-band data down to the 4σ limits, following the convention in the literature. b)Expected
number of LAEs, with numbers of LABs in parentheses, in each redshift slice. c)The comoving volume of each redshift slice in
units of 106(h−1Mpc)3. d)Limiting Lyα luminosity in units of 1042 erg s−1. e)Key science cases. LA: evolution of LAEs and
LABs (Section 5.2), CR: cosmic reionization (Section 5.4).

5.1 Galaxy evolution in dark matter halos
As described in Section 4.2, understanding the physics of galaxy evolution must be done in the context of
the dark matter halos in which galaxies lie. We will measure dark-halo masses for galaxy populations by
fitting Halo Occupation Distribution (HOD) models to the angular correlation function (ACF), constraining
the relationship between galaxies and dark halos as a function of cosmic time from the reionization era
to z ∼ 2, which links smoothly with the weak lensing analysis of intermediate-z galaxies described in
Section 4.

We will use the LBG samples over 2 < z < 7 from the three layers to determine the dependence of SFR
and stellar mass (M∗) on halo mass (Mhalo) over Mhalo ∼ 1011M⊙ – 1013M⊙. The Wide data are essential
to identify the rare, highest-mass halos that existing studies (e.g., Foucaud et al. 2003; Ouchi et al. 2004;
Lee et al. 2009; McLure et al. 2009) do not have the solid angle to discover, while the Deep and Ultradeep
layers will probe to low masses and to the initial stages of mass assembly at 5 < z < 7. SFRs will be
derived from the observed far-UV luminosities for all galaxies. For galaxies in the Ultradeep layer and over
60% of the Deep layer (COSMOS, XMM-LSS and ELAIS-N1), we will use deep NIR data (Table 10) to
derive their M∗ and ages by stacking, if necessary, down to mass scales of dwarf galaxies, ∼ 107M⊙. For
the remaining two Deep fields, we will estimate M∗ from SFRs using the SFR–M∗ relation to increase the
statistics.

Figure 9 compares the observed M∗/Mhalo–Mhalo relation with those predicted for z < 2 (Foucaud et
al. 2010; cf., Figure 8). With the increased dynamic mass range of our sample (1011 − 1013M⊙), we will be
able to detect the predicted peak at Mhalo ≈ 1012M⊙ (de Lucia & Blaizot 2007), testing models of fueling
and quenching mechanisms as a function of redshift. The dependence of M∗ and SFR on Mhalo revealed
by our study will allow us to understand the observed SFR - M∗ sequence (Daddi et al. 2007) in terms
of physical models of structure formation. At least 1 × 104 galaxies are needed to constrain HOD models;
our sample will be large enough to do so in multiple bins of redshift, luminosity and/or stellar mass. We
will constrain the average number of galaxies hosted in dark halos and the star formation (SF) duty cycle,
both of which are important parameters related to galaxy merging and stochastic SF. At z ∼ 7, we will
not be able to measure the 1-halo term, but we will measure the ACF on larger scales for the first time,
constraining SF in dark halos in the reionization era.

5.2 Evolution of LAEs and LABs
LAEs are on average less massive and less obscured than LBGs (e.g., Ono et al. 2010), and they evolve
very differently from LBGs, becoming more common at higher redshift (e.g, Ouchi et al. 2008). However,
clustering studies to date are not large enough to measure the 1-halo term (Ouchi et al. 2010, Guaita et al.
2010). Our LAE samples will have the sensitivity to determine dark halo masses and galaxy distributions
in them for the first time at z = 2.2, 5.7 and 6.6, comparing the results directly with those for the LBGs
in the context of the analysis of Figure 9.

Stacked narrow-band images of LAEs in our sample may reveal diffuse Lyα (and UV) halos extending
out to the virial radii of dark halos (∼ 100 kpc: Steidel et al. 2011, Matsuda et al. 2012), allowing us to
explore the interaction (both infall and outflow) of galaxies with ambient baryonic gas, as a function of dark
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(LBGs), Lyman-α emitters (LAEs) and quasars to an unprecedented depth and solid angle. The clustering of the
LBG samples will allow us to determine the dependence of the stellar mass and star formation rate on the host dark
halo mass over Mhalo ∼ 1011 – 1013M⊙ in the era of galaxy formation, z ∼ 2 – 7. We will measure the clustering
and luminosity functions of LAEs at z = 2.2, 5.7, 6.6, and 7.3 with samples extending down to ∼ 0.3L∗. At high
redshift, these will allow us to constrain the neutral hydrogen fraction of the intergalactic medium, xHI, at z ∼ 7
with a precision of σ(xHI) ∼ 0.1, and to constrain the topology of spatially-inhomogeneous reionization.

1 Introduction
We live in a golden age for extragalactic astronomy and cosmology. We now have a quantitative and highly
predictive model for the overall composition and expansion history of the Universe that is in accord with
a large array of independent and complementary observations. Observations of galaxies over most of the
13.7 billion year history of the Universe have led to a broad-brush understanding of the basics of galaxy
evolution. However, there are fundamental and inter-related questions that remain:
• What is the physical nature of dark matter and dark energy? Is dark energy truly necessary, or could
the accelerated expansion of the Universe be explained by modifications of the law of gravity?
• How did galaxies assemble, and how did their properties change, over cosmic time?
• What is the topology and timing of reionization at high redshift? What were the ionizing sources?

These questions, and many more, can be addressed with a comprehensive deep and wide-angle imaging
survey of the sky, using the Hyper Suprime-Cam (HSC) on the 8.2m Subaru Telescope. The combination
of the large aperture of the Subaru Telescope, the large field of view (1.77 deg2) of HSC, and the excellent
image quality of the site and the telescope make this the ideal instrument for addressing these fundamental
questions in modern cosmology and astronomy. We propose a 300-night strategic survey program, involving
astronomers from Japan, Taiwan, and Princeton University in the United States. The survey will consist
of three layers, which together will explore galaxy evolution over the full range of cosmic history from the
present to redshift 7, probing both starlight (from the photometry) and dark matter (using gravitational
lensing). The weak lensing (WL) allows us to measure the large-scale distribution of dark matter and
its evolution with cosmic time. Cross-correlations of HSC WL observables with the spectroscopic galaxy
distribution in the SDSS/Baryon Oscillation Spectroscopic Survey (BOSS) and the observed temperature
and polarization fluctuations in the Cosmic Microwave Background (CMB) will constrain the parameters
of the standard model of cosmology, and test for exotic variations such as deviations from the predictions of
General Relativity on cosmological scales. Studies of the highest-redshift galaxies and quasars discovered
in this survey will lead to a deeper understanding of reionization, a key event in the thermal history of the
Universe.

Table 1: Summary of HSC-Wide, Deep and Ultradeep layers
Layer Area # of Filters & Depth Comoving volume Key Science

[deg2] HSC fields [h−3Gpc3]
Wide 1400 916 grizy (r ≃ 26) ∼ 4.4 (z < 2) WL cosmology, z ∼ 1 gals, clusters
Deep 27 15 grizy+3NBs (r ≃ 27) ∼ 0.5 (1 < z < 5) z <∼ 2 gals, reionization, WL calib.
Ultradeep 3.5 2 grizy+3NBs (r ≃ 28) ∼ 0.07 (2 < z < 7) z >∼ 2 gals, reionization, SNeIa

The experience of the Sloan Digital Sky Survey (SDSS; York et al. 2000), and the tremendous success of
the current prime-focus camera on Subaru, Suprime-Cam (Miyazaki et al. 2002a), have demonstrated the
power of wide-field imaging to make science breakthroughs in a broad range of topics. The SDSS imaged
in five broad-bands (u, g, r, i, and z), to a depth of r ≈ 22.5 (5σ point source). It has produced more
highly cited papers in recent years than any other observational facility, including the Keck Telescopes
and the Hubble Space Telescope (Madrid & Macchetto 2009). The SDSS characterized the nature and
distribution of galaxies in the local present-day Universe. Observations with Suprime-Cam have led the
world in studies of the distant Universe, and have shown that an imager on the Subaru telescope has the
potential to extend SDSS low-redshift discoveries in the field of cosmology and galaxy formation/evolution
to the intermediate- and high-redshift Universe. The HSC survey we propose will cover SDSS-like volumes
at high redshift, making it the first truly large-scale survey of the distant Universe.

The top-level scientific goals for the HSC survey are:
• To derive stringent dark energy constraints from the combination of the HSC WL observables and the
galaxy clustering information from the BOSS survey to precisions of σ(wpivot) ≃ 0.03 and the dark energy
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21cm-LAE cross-power spectrum

21cm-galaxy cross-power spectrum 3

Figure 2. Redshift evolution of the cross-power spectrum and cross-correlation function between 21cm fluctuations and the galaxies
which have the UV magnitude less than -18 in the model. Left panel: the absolute value of the cross-power spectrum (top) and cross-
correlation coefficient (bottom). Right panel: The corresponding cross-correlation function. In each panel, dotted (red), dash-three dotted
(orange), dashed (yellow), dash-dotted (green), long-dashed (blue), and solid (purple) lines represent results from at z (⟨xi⟩) = 9.278
(0.056), 8.550 (0.16), 7.883 (0.36), 7.272 (0.55), 6.712 (0.75), and 6.197(0.95), respectively.

the number of photons produced by galaxies in each cell that
enter the IGM and participate in reionization to be

Nγ,cell = f esc

∫ tz

0

ṄLyc,cell(t) dt, (1)

where fesc is the escape fraction of ionizing photons pro-
duced by galaxies. Here ṄLyc,cell(t) is the total Lyman con-
tinuum luminosity of the Ncell galaxies within the cell ex-
pressed as the emission rate of ionizing photons (i.e. units
of photons/s).

The ionization fraction within each cell is calculated as

Qcell =

[

Nγ,cell

(1 + Fc)NHI,cell

]

, (2)

where Fc denotes the mean number of recombinations per
hydrogen atom and NHI,cell is the number of neutral hy-
drogen atoms within a cell. We assume that the overden-
sity of neutral hydrogen follows the dark matter and self-
reionization of a cell occurs when Qcell ! 1. It is compli-
cated to theoretically predict the values of Fc and fesc, and
the values are not known. In this paper, we use the values of
(1+Fc)/fesc in table 2 of Kim et al. (2013). These parame-
ters provide a reionization history with a mass-averaged ion-
ization fraction of ⟨xi⟩ = 0.55 at z = 7.272 and ⟨xi⟩ = 0.75
at z = 6.712. We divide the Millennium-II simulation box
into 2563 cells, yielding cell side lengths of 0.3906h−1Mpc
and comoving volumes of 0.0596h−3Mpc3.

Based on equation (2), individual cells can have Qcell !
1. On the other hand, cells with Qcell < 1 may be ionized by
photons produced in a neighbouring cell. In order to find the
extent of ionized regions we therefore filter the Qcell field us-
ing a sequence of real space top hat filters of radius R (with
0.3906 < R < 100h−1Mpc), producing one smoothed ion-

ization field QR per radius. At each point in the simulation
box we find the largest R for which the filtered ionization
field is greater than unity (i.e. ionized with QR ! 1). All
points within the radius R around this point are considered
ionized. Ionization cells with 0 < Qcell < 1 which are not
part of an ionized QR ! 1 region retain their values.

3.2 The cross-power spectrum

The 21cm brightness temperature contrast may be written
as

δ̃21(r) = T0(z)[1−Q(r)](1 + δDM,cell), (3)

where T0(z) = 23.8
(

Ωbh
2

0.021

) [(

0.15
Ωmh2

)

(

1+z
10

)

] 1

2

mK

(Zaldarriaga et al. 2004). For convenience, we define
δ21(r) ≡ δ̃21(r)/T0(z), so that δ21(r) is a dimensionless
quantity. Galaxy overdensity is given by

δgal(r) =
ρgal(r)− ρ̄gal

ρ̄gal
, (4)

where ρgal(r) is a galaxy density field and ρ̄gal is mean den-
sity. Defining δ̂21(k) to be the Fourier transform of δ21(k),
the cross-power spectrum is given by

〈

δ̂21(k1)δ̂gal(k2)
〉

≡ (2π)3δD(k1 + k2)P21,gal(k1), (5)

where δD(k) is the Dirac delta function. The dimensionless
cross-power spectrum is

∆2
21,gal(k) =

k3

(2π2)
P21,gal(k). (6)
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MWA-ultra deep

z=6.6(f_HI=8.2×10^-3) z=7.3(f_HI=0.36)

red : signal 
blue : error(ultra deep+PFS) 
black : error(ultra deep)

MWA : 1000h, 256tiles 
ultra deep : 3.5deg^2, σ_z=0.1(=Δz) 
ultra deep+PFS : 3.5deg^2, σ_z=0.0007

Depending on sample variance, 
detectable at large scale@z6.6
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SKA1-ultra deep

z=6.6(f_HI=8.2×10^-3) z=7.3(f_HI=0.36)

red : signal 
blue : error(ultra deep+PFS) 
black : error(ultra deep)

SKA1 : 1000h, 512tiles 
ultra deep : 3.5deg^2, σ_z=0.1(=Δz) 
ultra deep+PFS : 3.5deg^2, σ_z=0.0007

detectable on mid scale@z7.3 
PFS is powerful on small scale.
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MWA-deep(z=6.6) MWA-ultra deep(z=6.6)

red : signal 
blue : error(deep+PFS) 
black : error(deep)

※deep : 27deg^2

In deep we can detect 
the signal on large scale. 
→ Deep is advantageous.
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SKA1-ultra deep(z=6.6)SKA1-deep(z=6.6)

red : signal 
blue : error(deep+PFS) 
black : error(deep)

※deep : 27deg^2

We are likely to see turnover.
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・mid model(f_HI=8.2×10^-3)
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・late model(f_HI=0.11)

red : signal 
blue : error(deep+PFS) 
black : error(deep)

Comparison of models on MWA-deep(z=6.6)
14/15

※late model … emissivity/1.5



Summary
・Cross-correlation reduces foreground problem. 
!

・We confirm qualitative feature of cross-spectrum 
   in our realistic simulation. 
!

・Deep field is advantageous than ultra deep in detection. 
　→ Survey volume is key to the detection. 
   MWA-deep has ability to detect the signal on large scale. 
!

・PFS enhances SKA’s ability. 
   PFS allows us to detect on small scale.
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Back up
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・late model(f_HI=0.11)

・mid model(f_HI=8.2×10^-3)
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・mid model(f_HI=8.2×10^-3) ・late model(f_HI=0.11)
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・thermal noise is dominant on all scale @z=7.3 
・thermal noise is subdominant on large scale @z=6.6



2D cross-power spectrum(z=6.6) 
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MWA-Ultra deep(3D)

MWA-Deep(3D)

Δz=0.1~40Mpc

MWA-Ultra deep(2D)

MWA-Deep(2D)
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MWA-Deep(2D) MWA-Deep(3D)
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