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Figure 2. Non-uniform IGM model outputs in the redshift range 8 ≤ z ≤ 9.
The panels show the overdensity δ, neutral hydrogen fraction xH I and 21 cm
optical depth τ in the non-uniform model region, from a two-phase IGM
code developed by Geil & Wyithe (2008). The size of the simulation box is
70 cMpc cubed, with 360 pixels per side length. Multiple slices through the
simulation box are used, giving a total of 280 cMpc.

transfer is not straightforward, constraining fX (to within an order
of magnitude, for instance) would be a helpful guide to future model
building.

In our model, the main effect of the variation of fX is a change
in the gas temperature, and, thus, the mean 21 cm optical depth.
In Fig. 3, we plot the mean 21 cm optical depth as a function of
redshift for fX values between 0.01 and 100. The thick black line is
for fX = 1, as in the bottom panel of Fig. 1. The lines with higher
(lower) optical depth have lower (higher) fX values, representing
less (more) effective heating. We highlight with the grey area the
‘forest region’ where the non-uniform model determines the over-
density and ionized fraction. In these calculations, we assume a
background source at z = 9. We see from Fig. 3 that varying fX

by an order of magnitude can have a roughly order-of-magnitude
effect on the optical depth. This is due to the fact that the overall op-
tical depth is strongly dependent on the spin temperature TS, which
varies by roughly an order of magnitude with each factor of 10 in
fX.

Our modelling includes X-ray heating spatial fluctuations only
in a limited way: for each pixel in the local simulation region (z =
8 to 9), we employ an adiabatic temperature–density relationship
[T = T0(1 + δ)γ−1] so that the overall global temperature of the gas
T0 (determined by the uniform X-ray heating) is modulated by each
region’s local overdensity δ. Viewing the temperature fluctuation
on a particular scale as governed by an effective adiabatic index for
that region, we estimate that the error in the temperature fluctuation
introduced by assuming γ = 5/3 for each pixel can be up to an order
of magnitude, depending on the scale and redshift (see Pritchard &
Furlanetto 2007, figs 4 and 5). This limitation should be taken into
account when considering the ability of our methods to distinguish
different models of X-ray heating, but we do not expect that a more

Figure 3. Mean 21 cm optical depth τ as a function of observed frequency,
for varying fX values: from top to bottom curve, fX = 0 (no X-ray heating),
0.01, 0.1, 1 (thick black line), 10 and 100. Also included are curves of Smin
(dashed purple lines) as defined in equation (9). These lines indicate, for
each value of τ on the left-hand axis, the minimum observed flux density of
a source that would allow a detection of absorption at S/N of 5, assuming
an array with effective area Aeff = 106 m2, frequency resolution $νch =
1 kHz, system temperature given by equation (10) and integration time tint =
1 week. The redshift dependence comes from the frequency dependence of
the system temperature. Where the mean optical depth lines (solid) cross
above the Smin lines (dashed), the absorption is detectable at that redshift.
The grey region highlights the redshift range (z = 8–9) we focus on in our
example calculations in this work.

detailed treatment of X-ray heating variations would qualitatively
alter our results.

From Fig. 3, we see that if the 21 cm forest is detected in the
spectra of high-redshift radio sources, measurements of the optical
depth can constrain the parameter fX and thus give us insight into
the thermal history of the IGM. Against a sufficiently bright source,
the 21 cm forest spectrum can reveal the layout of photoionized
bubbles along the line of sight (which would appear as transmission
windows between regions of absorption), and, potentially, varia-
tions in density and ionized fraction. Narrow absorption lines from
dense neutral regions would also be detectable in such observations.
Absorption lines can have optical depths at levels as high as 1 per
cent (Furlanetto 2006a), but because of their narrowness (typically
2 to 3 kHz) their detectability in low mean optical depth regions
would be highly dependent on their number and density. In princi-
ple, fX can also affect the number and depth of absorption lines,
by altering the background radiation field in which small haloes
or protogalaxies reside. We discuss the implications of absorption
lines in Section 6.

For some redshifts and fX values, the mean optical depth is so low
as to make detection of 21 cm forest features difficult or impossible,
even with future instruments such as the SKA. For a very radio-
loud source at high redshift, a wide range of thermal histories will
produce a detectable forest signal, and the optical depth can be
used to constrain fX, but sources with low flux densities in the
frequencies of interest may result in a detection only for low values
of fX. In this case, a non-detection of the 21 cm forest may provide
a constraint on the thermal history.

In Sections 5 and 6 below, we discuss how prospects for the
detection of the 21 cm forest depend upon the source population and
the thermal history of the IGM, and we consider how the presence of

C© 2012 The Authors, MNRAS 425, 2988–3001
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Figure 8. Evolution of the gas transmissivity along a random LOS for
different assumptions about the gas temperature, T. From top to bottom
the gas temperature is the one determined from the radiative transfer of
UV photons only; the maximum of the one determined from the radiative
transfer of UV photons and the one calculated including also the contribution
from Lyα photons from stars; the maximum of the one determined from the
radiative transfer of UV photons and the one calculated including also the
contribution from Lyα photons from stars and X-ray photons from quasars.

a different class of sources, as X-ray binaries (see e.g. Furlanetto
2006; Dijkstra et al. 2012), then the associated heating would be
different. We defer to future work a more detailed investigation of
the role of the X-ray background and the contribution to it from
different types of sources.

As already pointed out by other authors (e.g. Mack & Wyithe
2012), the above arguments seem to suggest that it would be pos-
sible to discriminate between different IGM reheating histories, in
particular if a high-energy component were present in the ionizing
spectrum.

4.2 Dependence on source spectra

As discussed in Section 3, the simulations have been run for a
variety of source spectra. Here we show the differences induced in
terms of transmission. In the top panel of Fig. 9 a reference LOS for
the reionization model E1.2-α1.8 is shown. In the other panels the
ratios between the transmissivity of model E1.2-α1.8 and models
E1.2-α1-3, E1.6-α3 and E1.2-α3 are plotted. In the third and fourth
panels from the top the ratio is always larger than 1, meaning that the
optical depth in E1.2-α1.8 is lower than in E1.6-α3 and E1.2-α3 (i.e.
the simulations with softer spectra), as expected. In fact, although
xH i is very similar in E1.2-α1.8 and E1.6-α3, the temperature in
the latter is typically lower, resulting in a higher optical depth. On
the other hand, as in model E1.2-α3 reionization is less advanced,
the optical depth is always larger than for the other cases. Models
E1.2-α1.8 and E1.2-α1-3 have very similar average xH i and T, but
their distributions are slightly different. This reflects also on the
transmissivity.

These very small differences in transmissivity predicted by dif-
ferent reionization models are to be expected. As discussed in the
previous section, the models do have different values of τ 21cm, but
these are more pronounced when τ 21cm is in any case too low to
produce appreciable absorption. In fact, all models have very sim-
ilar hydrogen reionization histories, with the largest discrepancies

Figure 9. From the top to the bottom panels we show the evolution of the
gas transmissivity along a random LOS for the reionization model E1.2-
α1.8, and the ratios between the transmissivity of model E1.2-α1.8 and
models E1.2-α1-3, E1.6-α3 and E1.2-α3, respectively. The ratios have been
calculated using the same LOS as the upper panel.

being associated with the temperature reached either in the ionized
regions or in their outskirts, where the hardness of the spectrum
makes most of the difference. From the point of view of the absorp-
tion, though, the exact value of the temperature in a fully or partially
ionized cell is not relevant. On the other hand, the regions which
produce most of the absorption, i.e. the cold, high-density gas not
reached by ionizing photons, are basically the same in all models.
Thus, unless the reionization histories are very different from each
other (e.g. a predominance of UV versus X-ray sources), we do not
expect to be able to distinguish them by means of observations of
the 21 cm forest.

5 INSTRUMENTA L EFFECTS

In this section we describe the process used to simulate the spectra
as they would be observed by LOFAR. The input of the simula-
tion is a file containing the optical depth as a function of redshift
(or, equivalently, frequency) and the parameters associated with the
background radio source, i.e. its redshift, zs, flux density, Sin(zs),
and spectral index, α. Consistently with previous studies (e.g. Carilli
et al. 2002) we assume that the source has a power-law spectrum. In
principle, the effect of the point spread function side lobes running
through the source of interest can be taken into account by including
more sources at different positions, with or without absorption fea-
tures. Here, this has not been considered. For a narrow bandwidth,
the equation giving the observed visibilities is

Vν (u) =
Nsources∑

i

Iν(s)e−2πiu·s + n, (2)

where u = (u, v,w) are the coordinates of a given baseline at a
certain time t, Iν is the observed source intensity, s = (l, m, n) is a
vector representing the direction cosines for a given source direction
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Figure 2. Non-uniform IGM model outputs in the redshift range 8 ≤ z ≤ 9.
The panels show the overdensity δ, neutral hydrogen fraction xH I and 21 cm
optical depth τ in the non-uniform model region, from a two-phase IGM
code developed by Geil & Wyithe (2008). The size of the simulation box is
70 cMpc cubed, with 360 pixels per side length. Multiple slices through the
simulation box are used, giving a total of 280 cMpc.

transfer is not straightforward, constraining fX (to within an order
of magnitude, for instance) would be a helpful guide to future model
building.

In our model, the main effect of the variation of fX is a change
in the gas temperature, and, thus, the mean 21 cm optical depth.
In Fig. 3, we plot the mean 21 cm optical depth as a function of
redshift for fX values between 0.01 and 100. The thick black line is
for fX = 1, as in the bottom panel of Fig. 1. The lines with higher
(lower) optical depth have lower (higher) fX values, representing
less (more) effective heating. We highlight with the grey area the
‘forest region’ where the non-uniform model determines the over-
density and ionized fraction. In these calculations, we assume a
background source at z = 9. We see from Fig. 3 that varying fX

by an order of magnitude can have a roughly order-of-magnitude
effect on the optical depth. This is due to the fact that the overall op-
tical depth is strongly dependent on the spin temperature TS, which
varies by roughly an order of magnitude with each factor of 10 in
fX.

Our modelling includes X-ray heating spatial fluctuations only
in a limited way: for each pixel in the local simulation region (z =
8 to 9), we employ an adiabatic temperature–density relationship
[T = T0(1 + δ)γ−1] so that the overall global temperature of the gas
T0 (determined by the uniform X-ray heating) is modulated by each
region’s local overdensity δ. Viewing the temperature fluctuation
on a particular scale as governed by an effective adiabatic index for
that region, we estimate that the error in the temperature fluctuation
introduced by assuming γ = 5/3 for each pixel can be up to an order
of magnitude, depending on the scale and redshift (see Pritchard &
Furlanetto 2007, figs 4 and 5). This limitation should be taken into
account when considering the ability of our methods to distinguish
different models of X-ray heating, but we do not expect that a more

Figure 3. Mean 21 cm optical depth τ as a function of observed frequency,
for varying fX values: from top to bottom curve, fX = 0 (no X-ray heating),
0.01, 0.1, 1 (thick black line), 10 and 100. Also included are curves of Smin
(dashed purple lines) as defined in equation (9). These lines indicate, for
each value of τ on the left-hand axis, the minimum observed flux density of
a source that would allow a detection of absorption at S/N of 5, assuming
an array with effective area Aeff = 106 m2, frequency resolution $νch =
1 kHz, system temperature given by equation (10) and integration time tint =
1 week. The redshift dependence comes from the frequency dependence of
the system temperature. Where the mean optical depth lines (solid) cross
above the Smin lines (dashed), the absorption is detectable at that redshift.
The grey region highlights the redshift range (z = 8–9) we focus on in our
example calculations in this work.

detailed treatment of X-ray heating variations would qualitatively
alter our results.

From Fig. 3, we see that if the 21 cm forest is detected in the
spectra of high-redshift radio sources, measurements of the optical
depth can constrain the parameter fX and thus give us insight into
the thermal history of the IGM. Against a sufficiently bright source,
the 21 cm forest spectrum can reveal the layout of photoionized
bubbles along the line of sight (which would appear as transmission
windows between regions of absorption), and, potentially, varia-
tions in density and ionized fraction. Narrow absorption lines from
dense neutral regions would also be detectable in such observations.
Absorption lines can have optical depths at levels as high as 1 per
cent (Furlanetto 2006a), but because of their narrowness (typically
2 to 3 kHz) their detectability in low mean optical depth regions
would be highly dependent on their number and density. In princi-
ple, fX can also affect the number and depth of absorption lines,
by altering the background radiation field in which small haloes
or protogalaxies reside. We discuss the implications of absorption
lines in Section 6.

For some redshifts and fX values, the mean optical depth is so low
as to make detection of 21 cm forest features difficult or impossible,
even with future instruments such as the SKA. For a very radio-
loud source at high redshift, a wide range of thermal histories will
produce a detectable forest signal, and the optical depth can be
used to constrain fX, but sources with low flux densities in the
frequencies of interest may result in a detection only for low values
of fX. In this case, a non-detection of the 21 cm forest may provide
a constraint on the thermal history.

In Sections 5 and 6 below, we discuss how prospects for the
detection of the 21 cm forest depend upon the source population and
the thermal history of the IGM, and we consider how the presence of
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Figure 1. Upper panels: spectrum of a GRBIII positioned at zs = 10 (i.e.
ν ∼ 129 MHz), with a flux density Sin(zs) = 30 mJy. The red dotted lines
refer to the intrinsic spectrum of the source, Sin; the blue dashed lines to
the simulated spectrum for 21 cm absorption, Sabs; and the black solid lines
to the spectrum for 21 cm absorption as it would be seen with a bandwidth
"ν = 10 kHz, after an integration time tint = 1000 h. The left- and right-
hand panels refer to a case with the noise σ n given in equation (2) (LOFAR
telescope) and with 0.1n (expected for SKA1-low), respectively. Lower
panels: S/N corresponding to the upper panels. See text for further details.

Figure 2. As Fig. 1, but the GRBIII is positioned at zs = 7.6 (i.e.
ν ∼ 165 MHz) and "ν = 5 kHz.

On the other hand, a strong average absorption (rather than the ab-
sorption features seen in the previous figures) can be easily detected
(S/N >10) in the spectra of GRBs located at very high redshift, as
shown in Fig. 3. If the intrinsic spectrum of the source could be
inferred through other means, for example, accurate spectral mea-
surements of the unabsorbed continuum at GHz frequencies and
above, such detection could be used to infer the global amount of
neutral hydrogen present in the IGM.

We have applied the same pipeline also to more standard GR-
BII, which have a flux density two to three orders of magnitude
lower than a GRBIII. In this case we find that, even if we could
collect 1000 h of observations with a noise 0.01 σ n (i.e. 1/10th of
the SKA1-low noise), these would be barely enough to detect ab-
sorption features in 21 cm. Also in the most optimistic case, with

Figure 3. As Fig. 1, but the GRBIII is positioned at zs = 14 (i.e.
ν ∼ 95 MHz) and "ν = 20 kHz. Note that the S/N in the lower-right
panel is always higher than the range covered by the axis.

Figure 4. Upper panels: spectrum of a GRBII with a flux density
Sin(zs) = 0.1 mJy. The red dotted lines refer to the intrinsic spectrum of
the source, Sin; the blue dashed lines to the simulated spectrum for 21 cm
absorption, Sabs; and the black solid lines to the spectrum for 21 cm absorp-
tion as it would be seen after an integration time tint = 1000 h with a noise
0.01 σ n (i.e. 1/10th of the SKA1-low noise). The panels refer to a case with
zs = 7.6 and "ν = 5 kHz (left), zs = 10 and "ν = 10 kHz (middle), zs = 14
and "ν = 20 kHz (right). Lower panels: S/N corresponding to the upper
panels. See text for further details.

Sin(zs) = 0.1 mJy, a positive detection would be extremely difficult
at any redshift, as shown in Fig. 4, and only at z ! 9 a S/N larger
than a few could be reached.

5 C O N C L U S I O N S

In this paper, we have discussed the feasibility of detecting 21 cm
absorption features in the spectra of high redshift GRBs with LO-
FAR and SKA. The distribution of H I, gas temperature and velocity
field used to calculate the optical depth to the 21 cm line have been
obtained from the simulations of reionization presented in Ciardi
et al. (2012) and C2013. We find that

(i) absorption features in the spectra of highly energetic GRBs
from Pop III stars could be marginally (with a S/N larger than a few,
depending on redshift) detected by LOFAR at z ! 7;

(ii) the same features could be easily detected if the noise were
reduced by one order of magnitude (similar to what is expected for
SKA1-low);

MNRAS 453, 101–105 (2015)
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Figure 1. Shown are the stacked and renormalized power-spectra at z = 9 as function of source flux-density and number of sources
in 1000 hrs of integration for a bandwidth of 5MHz and 2kHz spectral channels. From top to bottom the source flux increases, but the
number of sources decreases. The left panels show the source power-spectra (blue) and calibrator noise power spectra (red), and the
constant fit to the latter (the red horizontal lines show the ±1–� range), whereas the right panels show the source power-spectra after
subtracting the best-fit constant noise power-spectrum. Over-plotted in cyan are the input power-spectra (thick line) and the sample
variance (thin cyan lines) based on the input power spectra spectra and the thermal noise power spectra.

We choose N
src

= [500, 50, 5] for S
0

= [3, 10, 30] mJy, respec-
tively, and investigate samples at redshifts of z = 7, 9, 11. In
the current study, we limit our simulations to the Epoch of
Reionization which is expected to take place below a redshift
of z ⇠ 11 (see e.g. Planck Collaboration et al. 2016). Radio
sources are expected to be even rarer and fainter during the
Cosmic Dawn (CD) as well. We limit ourselves to a 3mJy
lower limit, comparable to the brightest radio sources found
near redshift ⇠ 6 (see e.g. Bañados et al. 2015).

The recovered average power-spectra, as well as the in-
put optical depth power-spectra (i.e. without any noise, only
average subtraction) are shown in Fig. 2 for the above range
of source flux densities and source-sample sizes. Here we
assume a redshift z = 9. We note that despite having a
total flux (N

src

⇥S
0

) that increases with sample size, the re-
sulting averaged power-spectra decrease in signal-to-noise.
The reason is that the flux-density power-spectra scale with

S2

0

, whereas the noise power-spectra are constant for each
source, and secondly, the errors on the power-spectra only
decrease with the square root of N

src

. For example one
needs 16 times as many sources of flux S

0

/2 compared to
a single source of flux-density S

0

. Despite this, we conclude
that five hundred sources of three mJy at z = 9 would be
su�cient to measure the optical depth power spectrum to
k ⇠ 10 cMpc�1.

We now examine over what redshift range a set of 500
3-mJy sources can measure the optical-depth power spectra.
We choose z = 7, 9, 11 as reference redshifts and the results
are shown in Fig. 2. Surprisingly the range of redshifts over
which power spectra can be measured is quite large. Whereas
at z = 7 the power-spectra can be measured up to k ⇠
100 cMpc�1, up to z = 11 they can still be measured to
k ⇠ 10 cMpc�1, considerably beyond the reach of SKA1-low
in imaging mode.

MNRAS 000, 1–5 (2014)
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Figure 1. Shown are the stacked and renormalized power-spectra at z = 9 as function of source flux-density and number of sources
in 1000 hrs of integration for a bandwidth of 5MHz and 2kHz spectral channels. From top to bottom the source flux increases, but the
number of sources decreases. The left panels show the source power-spectra (blue) and calibrator noise power spectra (red), and the
constant fit to the latter (the red horizontal lines show the ±1–� range), whereas the right panels show the source power-spectra after
subtracting the best-fit constant noise power-spectrum. Over-plotted in cyan are the input power-spectra (thick line) and the sample
variance (thin cyan lines) based on the input power spectra spectra and the thermal noise power spectra.

We choose N
src

= [500, 50, 5] for S
0

= [3, 10, 30] mJy, respec-
tively, and investigate samples at redshifts of z = 7, 9, 11. In
the current study, we limit our simulations to the Epoch of
Reionization which is expected to take place below a redshift
of z ⇠ 11 (see e.g. Planck Collaboration et al. 2016). Radio
sources are expected to be even rarer and fainter during the
Cosmic Dawn (CD) as well. We limit ourselves to a 3mJy
lower limit, comparable to the brightest radio sources found
near redshift ⇠ 6 (see e.g. Bañados et al. 2015).

The recovered average power-spectra, as well as the in-
put optical depth power-spectra (i.e. without any noise, only
average subtraction) are shown in Fig. 2 for the above range
of source flux densities and source-sample sizes. Here we
assume a redshift z = 9. We note that despite having a
total flux (N

src

⇥S
0

) that increases with sample size, the re-
sulting averaged power-spectra decrease in signal-to-noise.
The reason is that the flux-density power-spectra scale with

S2

0

, whereas the noise power-spectra are constant for each
source, and secondly, the errors on the power-spectra only
decrease with the square root of N

src

. For example one
needs 16 times as many sources of flux S

0

/2 compared to
a single source of flux-density S

0

. Despite this, we conclude
that five hundred sources of three mJy at z = 9 would be
su�cient to measure the optical depth power spectrum to
k ⇠ 10 cMpc�1.

We now examine over what redshift range a set of 500
3-mJy sources can measure the optical-depth power spectra.
We choose z = 7, 9, 11 as reference redshifts and the results
are shown in Fig. 2. Surprisingly the range of redshifts over
which power spectra can be measured is quite large. Whereas
at z = 7 the power-spectra can be measured up to k ⇠
100 cMpc�1, up to z = 11 they can still be measured to
k ⇠ 10 cMpc�1, considerably beyond the reach of SKA1-low
in imaging mode.
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Figure 1. Shown are the stacked and renormalized power-spectra at z = 9 as function of source flux-density and number of sources
in 1000 hrs of integration for a bandwidth of 5MHz and 2kHz spectral channels. From top to bottom the source flux increases, but the
number of sources decreases. The left panels show the source power-spectra (blue) and calibrator noise power spectra (red), and the
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subtracting the best-fit constant noise power-spectrum. Over-plotted in cyan are the input power-spectra (thick line) and the sample
variance (thin cyan lines) based on the input power spectra spectra and the thermal noise power spectra.
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Figure 1. Shown are the stacked and renormalized power-spectra at z = 9 as function of source flux-density and number of sources
in 1000 hrs of integration for a bandwidth of 5MHz and 2kHz spectral channels. From top to bottom the source flux increases, but the
number of sources decreases. The left panels show the source power-spectra (blue) and calibrator noise power spectra (red), and the
constant fit to the latter (the red horizontal lines show the ±1–� range), whereas the right panels show the source power-spectra after
subtracting the best-fit constant noise power-spectrum. Over-plotted in cyan are the input power-spectra (thick line) and the sample
variance (thin cyan lines) based on the input power spectra spectra and the thermal noise power spectra.
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21cm Forest with the SKA Gianni Bernardi

Figure 2: Upper panels: Spectrum of a radio source positioned at z= 7.6 (ν ∼ 165 MHz), with a power-law
index α = 1.05 and a flux density J = 50 mJy (left hand panels) and 10 mJy (right hand panel). The red
dotted lines refer to the instrinsic spectrum of the radio source, Sin; the blue dashed lines to the simulated
spectrum for 21cm absorption, Sabs (in a universe where neutral regions remain cold); and the black solid
lines to the spectrum for 21cm absorption as it would be seen with an observation time tint = 1000 h and a
frequency resolution Δν = 5 kHz. The first panel to the left corresponds to a case with the LOFAR noise,
while the other two panels have 1/10th of the LOFAR noise, roughly expected for SKA1-low. Lower panels:
The ratio σabs/σobs corresponding to the upper panels.

source flux were due to the intervining neutral IGM or an intrinsically lower flux.

3. Challenges

The most challenging aspect of the detection of a 21cm forest remains the existence of high-z
radio loud sources. Although a QSO has been detected at z = 7.085 (Mortlock et al. 2011), it is
radio quiet (Momjian et al. 2014), and the existence of even higher redshift quasars is uncertain.
To observe the absorption features in the spectrum, this has to be observed with a certain precision,
which depends on the brightness of the quasar and the sensitivity of the instruments. The minimum
detectable flux density of an interferometer can be written as:

ΔSmin =
2κB Tsys
A
√
Δν tint

S
N
, (3.1)

where A is the collecting area of the array and S/N is the signal-to-noise ratio. As one may not
be able to distinguish whether the flux decrement were due to the diffuse IGM or an intrinsically
lower flux, we will probably only detect the additional absorptions with respect to the absorption
by the IGM. Therefore, the minimum flux density of the background source required to observe
the absorption lines is:

Smin = 10.3mJy
(

S/N
5

)(

0.01
e−τIGM − e−τ

)(

5kHz
Δν

)1/2(1000m2K−1

A/Tsys

)(

1000hr
tint

)1/2
. (3.2)
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Figure 2. SED of the hotspot A (the brightest) of Cygnus A (blue circles),
compared to the total radio emission (green squares). The blue bow tie
refers to the X-ray flux of the hotspot A as observed by Chandra (Wilson
et al. 2000). The dashed red and solid blue lines are the corresponding SSC
models. For simplicity, we have fitted the total emission with the lobe model.
The bottom lines show how the emission of the lobes and the hotspots would
appear if the source were at z = 4.

law, with slopes s1 and s2 below and above the break energy γ b,
respectively:

Q(γ ) = Q0
(γ /γb)−s1

1 + (γ /γb)−s1+s2
(cm−3s−1). (2)

In the following, we will assume that s1 ≤ 1, s2 > 2 and γ min = 1.
For this choice of s2, the exact value of γ max is not critical, since
it corresponds to the end of the steep tails of both the synchrotron
and the inverse Compton spectrum. Having specified the injection
term, the particle density distribution N(γ ) (cm−3) is found by solv-
ing the continuity equation at a time equal to the light crossing
time (that is also the time-scale for doubling the source size), taking
into account radiative cooling and electron–positron pair produc-
tion. Additionally, we consider the presence of a standard, optically
thick, geometrically thin accretion disc (Shakura & Sunyaev 1973),
assumed to emit a total luminosity Ld = 1045Ld,45 erg s−1. The as-
sumption of a moving blob may correspond to the ‘internal shock’
scenario, in which two shells, initially separated by some distance
"R, move with different # and collide at a distance ≈#2"R from
the black hole (Rees 1978; Ghisellini 1999; Spada et al. 2001).
Calculating the particle distribution at the light crossing time, when
the particle injection stops, corresponds to the maximum produced
flux, and allows to neglect adiabatic losses, and changes in the size,
magnetic field and particle density of the blob.

We further assume that a broad line region (BLR), responsi-
ble for reprocessing 10 per cent of Ld, lies at a distance RBLR =
1017L

1/2
d,45 cm. Further out, at R = 2.5 × 1018L

1/2
d,45 cm, a molecular

torus intercepts and re-emits a fraction (∼20–40 per cent) of Ld in
the infrared band.

We consider the following emission processes within the jet:
(i) synchrotron; (ii) synchrotron self-Compton (SSC) and (iii) in-
verse Compton of the relativistic electrons scattering off photons

produced by the disc, the BLR and the dusty torus (collectively
dubbed EC, for external Compton). Photon–photon interactions and
pair production are also accounted for, albeit these processes turn
out to be unimportant for our blazar sample, which is uniformly
characterized by a steep γ -ray spectrum.

The source size ψRdiss is constrained by: (i) the minimum
variability time-scale tvar, as the size must be smaller than
∼c tvarδ/(1 + z); (ii) the inverse Compton to synchrotron lumi-
nosity ratio, which is a function of Rdiss (see Ghisellini & Tavecchio
2009) and (iii) the location of the peak frequency of the Compton
component, which, in turn, dictates the nature of the primary seed
photons (i.e. IR from the torus versus UV from the broad lines).

The resulting source size is too compact to account for the ob-
served radio emission, since synchrotron radiation is self-absorbed
up to (observed) frequencies ∼103 GHz. At lower frequencies,
the observed flat radio spectrum (Fν ∝ ν−α , with α < 0.4, and
often α ∼ 0) is understood to be produced by the superposition
of the emission from several, larger, parts of the jet. We do not
aim to model this part of the spectrum, and in all SEDs shown in
Figs 1–6 the long-dashed lines corresponding to Fν ∝ ν0 or to

Figure 3. SED of 1715+2145, together with the models for the different
components of the emission: (i) the thermal component, namely the accre-
tion disc, the torus and the X-ray corona (short-dashed black line); (ii) the
emission from the compact and relativistically beamed jet (the blue solid line
is the sum of the jet and the thermal components), accounting for most of the
emission, but not for the radio flux, that must be produced by more extended
regions (but still relativistic) of the jet, forming the flat radio spectrum; (iii)
the emission from the hotspots (solid black line) assumed to have a radius
of Rspot = 1.5 kpc, as measured by VLA (Gobeille et al. 2014); (iv) the lobe
emission (solid red line), assuming that the power injected throughout the
lobe in the form of relativistic electrons is Pe,lobe = 0.1 Pjet. Magnetic and
electron lobe energies are in equipartition. For illustration, the dashed red
line shows the lobe emission for the same Pe,lobe and magnetic field, but now
neglecting the effects of CMB photons. The long-dashed blue line is not a
fitting model, but simply a line to guide the eye. See Table 2 for the adopted
parameters. Data points are from the ASDC archive, the bow tie in X-rays is
from Wu et al. (2013). The orange circle corresponds to 4 mJy at 8.4 GHz,
and is the flux observed by the two hotspots. The vertical yellow line flags
the position of the Lyα line. Above this line the flux is severely absorbed
by the intervening matter, and we do not consider the corresponding data in
the fit. (see for illustration the case of 1026+2542 in Fig. 8).
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Figure 1: Example of “symmetric” structures in CSS/GPS radio sources.

2.3 Polarization

The study of the polarization enables us to derive the distribution of the magnetic field in
young radio sources. However, young radio sources completely reside within the ISM of the host
galaxy. This gas can act as a Faraday Screen causing substantial depolarization of the synchrotron
radiation.
In large (> 5 kpc) CSS objects, the radiation has high percentage of polarization (>10%, [10]) and
the magnetic field is generally parallel to the jet axis [9], as found in edge-brightened large radio
galaxies. On the other hand, radio galaxies smaller than 5 kpc are unpolarized or possess very low
percentage of polarized emission [10, 24]. The high rotation measures (RM) found suggests that
the radiation is strongly depolarized by the magneto-ionic plasma of the ambient medium.
As found for variability and morphological properties, a different behaviour is shown by GPS and
HFP quasars, where high values of polarized emission are detected [24, 34].

The different characteristics shown by small radio sources with different optical identification
suggest that small radio objects hosted either by galaxies or by quasars represent two different radio
source populations: genuinely young radio objects the former, beamed blazars the latter.

3. Physical conditions

The radio emission of extragalactic objects is due to synchrotron radiation produced by rela-
tivistic electrons with a power-law energy distribution. A curvature in the spectrum produced by
synchrotron self-absorption mechanism is thus present by default, and the frequency at which it
occurs is strongly related to the size of the radio component. In the context of evolution models,
this explain the anti-correlation found between peak frequency and linear size: as the source ex-
pands, the synchrotron radiation becomes optically thin at lower energy, shifting the radio spectrum
towards lower frequency.
In order to draw a complete picture able to describe the various stages of the radio source evolution,
a deep knowledge of the physical conditions in young radio sources is necessary. Evolution models
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Table 2
Flux Densities of the Sample’s Sources Observed by the Spitzer Space Telescope

Source Name IRAC MIPS

F3.6 µm F4.5 µm F5.8 µm F8.0 µm F24 µm F70 µm
(mJy) (mJy) (mJy) (mJy) (mJy) (mJy)

IERS B0500+019 . . . . . . . . . . . . 6.3 ± 0.3 . . .

IERS B1345+125 8.2 ± 0.6 13.4 ± 0.9 20.9 ± 1.1 42.3 ± 1.9 479 ± 21 1947 ± 186
IERS B1404+286 37.0 ± 1.7 47.0 ± 2.0 54.5 ± 2.3 78.7 ± 3.1 382 ± 17 804 ± 102

Note. Details on the analysis of the Spitzer data can be found in Appendix B.

Figure 1. Modeling of the source-frame radio spectra and SEDs of the GPS/CSO galaxies of our sample. Radio to X-ray data were derived from the literature (the
references are listed, source by source, in Appendix A), excepted for the MFIR data of IERS B0500+019, IERS B1345+125, and IERS B1404+286, which were
derived from the analysis of archival Spitzer data (Appendix B). The model curves, obtained with the parameters listed in Table 3, are displayed with different-style
lines. Left panels: the solid-line curve shows the optically thin synchrotron emission at frequencies higher than the turnover frequency, and the synchrotron free–free
absorbed spectrum at frequencies below the turnover. Right panels: the black, solid lines represent the synchrotron emission; the black, dash-dotted line indicates
the corresponding SSC emission; the gray, dashed line shows the thermal MFIR emission from the torus; the gray, dotted line shows the thermal starlight; the black,
dashed, and dash-dot-dotted lines show the Comptonized thermal emission from the torus and the disk, respectively; the black, dotted line indicates the Comptonized
starlight. Note that the shown X-ray spectra are unabsorbed, whereas the radio spectra are displayed as absorbed. When an IC spectral component does not appear in
the plot, its luminosity is below the scale minimum.

B0108+388, PKS B0941−080, and IERS B1345+125) was
recently questioned on the basis of either flux-density variability
or values of the radio spectral indices (Torniainen et al. 2007), we
decided to keep these sources in our sample because the presence
of the spectral peak at GHz frequencies was always confirmed.
A CSO morphology characterizes the radio structures of all the
sources, although one of them (PKS B1345+125) is an unusual
example of CSO, with one of the two jets not being detected at
frequencies above ∼1 GHz. Our sample’s members have radio
power P5 GHz = 1025.5–1027.9 W Hz−1, and X-ray luminosities
L2–10 keV # 6 × 1041–5 × 1044 erg s−1 ; they are hosted by
galaxies located at redshifts z = 0.08–0.99, i.e., at luminosity

distances between 0.4 and 6.6 Gpc. The linear (projected) sizes
of the radio sources are in the range ∼10–400 pc, thus providing
“snapshots” of different stages of the source expansion. More
details on classification and properties of individual GPS/CSOs
and their host galaxies are given in Appendix A. The source
physical quantities that are more relevant to our SED modeling
are summarized in Tables 1 and 2.

Figure 1 shows the SEDs of the GPS/CSO galaxies of our
sample. With the exception of some of the mid/far-infrared
(MFIR) data, which will be discussed below, the SED data were
derived from the literature (see Appendix A for the complete
reference list). In particular, the NIR and optical magnitudes

Ostorero+ 10�
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Figure 1: a) Observed radio SED of the CSS source, 3C455, if placed at different redshifts. The effect
of redshift (dashed lines) and considering also CMB-muting (solid lines) is shown. A magnetic field of
B = 200 µG (Murgia et al. 1999) was assumed. The gray region marks the sensitivity limits (5 to 10 s ) of
SKA1 for an integration time of 30 minutes; b) Flux densities at 70 MHz and 1.4 GHz from the same CSS
source.

other hand, the reduction of the flux density at 70 MHz is more moderate at the same redshift.
We note that such low magnetic fields as those in 3C455 are observed in a very small per-

centage of the observed CSS population (Murgia et al. 1999). For the vast majority of known CSS
and GPS sources, CMB-muting will not have an appreciable effect on their observed radio SEDs.
An example is shown in Figure 2, for the GPS source GPS 2352+495 (z = 0.237). In contrast to
the CSS source, the IC/CMB mechanism does not produce significant radiative losses due to the
larger magnetic fields. One should note that the flux density at low frequencies does not decline
with redshift as quickly as at high frequencies, pointing to the interest in considering the lower
frequency regime (⇠ 100 MHz) when searching for the highest redshift sources.

Furthermore, it is also noteworthy that the detection of the turnover frequency, due to syn-
chrotron self-absorption, for compact radio sources is particularly relevant for their potential iden-
tification from radio observations alone – fundamental at the highest redshifts. The coverage of
the low frequency regime (n ⇠ 10� 500 MHz) with a sensitive radio telescope would thus be of
particular interest.

5. Identifying the highest redshift radio sources with SKA

In terms of continuum detection of the highest redshift radio powerful AGN, SKA1 should
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young radio galaxies at high redshift	

Identifying the first powerful AGN Jose Afonso

10 GHz
1.4 GHz
70 MHz

GPS sourceb)

z

1412108642

z = 14
z = 12
z = 10
z = 8
z = 6
z = 4
z = 2
z = 0.237

SKA1

GPS sourcea)

log (⌫/GHz)

lo
g
(S

⌫
/m

J
y
)

10-1-2

4

3

2

1

0

-1

-2

Figure 2: a) Observed radio SED of a representative GPS source, GPS 2352+495, at different redshifts,
as in Figure 1. A magnetic field of B = 5 mG was considered (O’Dea 1998). The gray region marks the
sensitivity limits (5 to 10 s ) of SKA1 for an integration time of 30 minutes; b) Flux densities at 70 MHz,
1.4 GHz and 20 GHz from the same GPS source.

be able to detect thousands of such sources at redshifts z ⇠ 6� 10. As seen above, both Haiman
et al. (2004) and the S3 models predict that a wide (1000-5000 deg2) survey at ⇠ 1 GHz reaching
a detection level of 10 µJy will reveal as many as ⇠ 105 powerful AGN at z > 6, several tens of
thousands at z > 8 and even ⇠ 104 at z > 10. Even considering the indication of the S3 models that
up to half of these sources (the extended FRIs in the sample) may be affected by considerable CMB-
muting, that still leaves a few thousand AGN (the young and compact ones) detectable even at
z > 10. Naturally, the huge uncertainties about a possible large decrease of the luminosity function
of AGN at the highest redshifts (e.g., Rigby et al. 2011) advise some caution in using these numbers,
but, as far as we can tell, even the shallower SKA1 surveys (see Prandoni & Seymour 2015, this
volume) will reveal a large number of very high redshift powerful AGN.

As can be seen in Figure 1 and Figure 2, the exploration of radio observations can provide some
indication about the redshift of the source, in particular when considering low-frequency radio
observations – either from the SKA itself, or adding observations from observatories like LOFAR,
at even lower frequencies (⇠ 10�100 MHz). Nevertheless, the radio SED shape alone will likely
not be sufficient to provide more than a way to help selecting potentially interesting sources for
follow-up work. In order to confirm that radio sources are indeed at high-redshift (say, z> 6) multi-
wavelength data will be crucial. Deep imaging above and below the Lyman-a line will be required,
which consequently means a combination of optical and near-infrared observations as even at z = 6
Lyman-a is at ⇠ 8500Å, and as we push to much higher redshifts then the short wavelength band
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fast radio bursts (FRBs)�
- ms duration	


- high dispersion measure -> most likely cosmological	
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  one case clearly confirmed (FRB 121102, z=0.193)	
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- extreme brightness temp.-> coherent	
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energy distribution across the band in FRB 110220
is characterized by bright bands ~100 MHz wide
(Fig. 2); the SNRs are too low in the other three
FRBs to quantify this behavior (2). Similar spec-
tral characteristics are commonly observed in the
emission of high-|b| pulsars.

With four FRBs, it is possible to calculate an
approximate event rate. The high-latitude HTRU
survey region is 24% complete, resulting in 4500
square degrees observed for 270 s. This cor-
responds to an FRB rate ofRFRBðF e 3 Jy msÞ ¼
1:0þ0:6

−0:5 % 104sky−1day−1, where the 1-s uncer-
tainty assumes Poissonian statistics. The MW
foreground would reduce this rate, with increased
sky temperature, scattering, and dispersion for
surveys close to the Galactic plane. In the ab-
sence of these conditions, our rate implies that
17þ9

−7 , 7
þ4
−3 , and 12þ6

−5 FRBs should be found in
the completed high- and medium-latitude parts
of the HTRU (1) and Parkes multibeam pulsar
(PMPS) surveys (18).

One candidate FRB with DM > DMMW has
been detected in the PMPS [ jbj < 5○ (5, 19)].
This burst could be explained by neutron star
emission, given a small scale-height error;
however, observations have not detected any
repetition. No excess-DM FRBs were detected in
a burst search of the first 23% of the medium-
latitude HTRU survey [jbj < 15○ (20)].

The event rate originally suggested for
FRB 010724, R010724 ¼ 225 sky−1 day−1 (4), is
consistent with our event rate given a Euclid-
ean universe and a population with distance-
independent intrinsic luminosities (source
count, NºF−3=2) yielding RFRB ðF e 3 Jy msÞ
e 102RFRBðF010724 e 150 Jy msÞ.

There are no known transients detected at
gamma-ray, x-ray, or optical wavelengths or
gravitational wave triggers that can be temporally
associated with any FRBs. In particular there is

Fig. 2. A dynamic spectrum showing the frequency-
dependent delay of FRB 110220. Time is measured relative
to the time of arrival in the highest frequency channel. For clarity
we have integrated 30 time samples, corresponding to the dis-
persion smearing in the lowest frequency channel. (Inset) The
top, middle, and bottom 25-MHz-wide dedispersed subband used
in the pulse-fitting analysis (2); the peaks of the pulses are
aligned to time = 0. The data are shown as solid gray lines and
the best-fit profiles by dashed black lines.

Table 1. Parameters for the four FRBs. The position given is the center of the gain pattern of the beam
in which the FRB was detected (half-power beam width ~ 14 arc min). The UTC corresponds to the arrival
time at 1581.804688MHz. The DM uncertainties depend not only on SNR but also on whether a and b are
assumed (a ¼ −2; no scattering) or fit for; where fitted, a and b are given. The comoving distance was
calculated by using DMHost = 100 cm−3 pc (in the rest frame of the host) and a standard, flat-universe
LCDM cosmology, which describes the expansion of the universe with baryonic and dark matter and dark
energy [H0 = 71 km s−1Mpc−1,WM=0.27,WL =0.73;H0 is the Hubble constant andWM andWL are fractions
of the critical density of matter and dark energy, respectively (29)]. a and b are from a series of fits using
intrinsic pulse widths of 0.87 to 3.5ms; the uncertainties reflect the spread of values obtained (2). The observed
widths are shown; FRBs 110627, 110703, and 120127 are limited by the temporal resolution due to dis-
persion smearing. The energy released is calculated for the observing band in the rest frame of the source (2).

FRB 110220 FRB 110627 FRB 110703 FRB 120127

Beam right
ascension ( J2000)

22h 34m 21h 03m 23h 30m 23h 15m

Beam declination
( J2000)

−12° 24′ −44° 44′ −02° 52′ −18° 25′

Galactic latitude,
b (°)

−54.7 −41.7 −59.0 −66.2

Galactic longitude,
l (°)

+50.8 +355.8 +81.0 +49.2

UTC (dd/mm/yyyy
hh:mm:ss.sss)

20/02/2011
01:55:48.957

27/06/2011
21:33:17.474

03/07/2011
18:59:40.591

27/01/2012
08:11:21.723

DM (cm−3 pc) 944.38 T 0.05 723.0 T 0.3 1103.6 T 0.7 553.3 T 0.3
DME (cm

−3 pc) 910 677 1072 521
Redshift, z (DMHost =

100 cm−3 pc)
0.81 0.61 0.96 0.45

Co-moving distance,
D (Gpc) at z

2.8 2.2 3.2 1.7

Dispersion index, a −2.003 T 0.006 – −2.000 T 0.006 –
Scattering index, b −4.0 T 0.4 – – –
Observed width

at 1.3 GHz, W (ms)
5.6 T 0.1 <1.4 <4.3 <1.1

SNR 49 11 16 11
Minimum peak

flux density Sn(Jy)
1.3 0.4 0.5 0.5

Fluence at 1.3 GHz,
F (Jy ms)

8.0 0.7 1.8 0.6

SnD2 (× 1012 Jy kpc2) 10.2 1.9 5.1 1.4
Energy released, E (J) ~1039 ~1037 ~1038 ~1037
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  probe ionized IGM	



~<200 pc cm-3	
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FRBs: new class of transients	

 Thornton+ Science 13	



energy distribution across the band in FRB 110220
is characterized by bright bands ~100 MHz wide
(Fig. 2); the SNRs are too low in the other three
FRBs to quantify this behavior (2). Similar spec-
tral characteristics are commonly observed in the
emission of high-|b| pulsars.

With four FRBs, it is possible to calculate an
approximate event rate. The high-latitude HTRU
survey region is 24% complete, resulting in 4500
square degrees observed for 270 s. This cor-
responds to an FRB rate ofRFRBðF e 3 Jy msÞ ¼
1:0þ0:6

−0:5 % 104sky−1day−1, where the 1-s uncer-
tainty assumes Poissonian statistics. The MW
foreground would reduce this rate, with increased
sky temperature, scattering, and dispersion for
surveys close to the Galactic plane. In the ab-
sence of these conditions, our rate implies that
17þ9

−7 , 7
þ4
−3 , and 12þ6

−5 FRBs should be found in
the completed high- and medium-latitude parts
of the HTRU (1) and Parkes multibeam pulsar
(PMPS) surveys (18).

One candidate FRB with DM > DMMW has
been detected in the PMPS [ jbj < 5○ (5, 19)].
This burst could be explained by neutron star
emission, given a small scale-height error;
however, observations have not detected any
repetition. No excess-DM FRBs were detected in
a burst search of the first 23% of the medium-
latitude HTRU survey [jbj < 15○ (20)].

The event rate originally suggested for
FRB 010724, R010724 ¼ 225 sky−1 day−1 (4), is
consistent with our event rate given a Euclid-
ean universe and a population with distance-
independent intrinsic luminosities (source
count, NºF−3=2) yielding RFRB ðF e 3 Jy msÞ
e 102RFRBðF010724 e 150 Jy msÞ.

There are no known transients detected at
gamma-ray, x-ray, or optical wavelengths or
gravitational wave triggers that can be temporally
associated with any FRBs. In particular there is

Fig. 2. A dynamic spectrum showing the frequency-
dependent delay of FRB 110220. Time is measured relative
to the time of arrival in the highest frequency channel. For clarity
we have integrated 30 time samples, corresponding to the dis-
persion smearing in the lowest frequency channel. (Inset) The
top, middle, and bottom 25-MHz-wide dedispersed subband used
in the pulse-fitting analysis (2); the peaks of the pulses are
aligned to time = 0. The data are shown as solid gray lines and
the best-fit profiles by dashed black lines.

Table 1. Parameters for the four FRBs. The position given is the center of the gain pattern of the beam
in which the FRB was detected (half-power beam width ~ 14 arc min). The UTC corresponds to the arrival
time at 1581.804688MHz. The DM uncertainties depend not only on SNR but also on whether a and b are
assumed (a ¼ −2; no scattering) or fit for; where fitted, a and b are given. The comoving distance was
calculated by using DMHost = 100 cm−3 pc (in the rest frame of the host) and a standard, flat-universe
LCDM cosmology, which describes the expansion of the universe with baryonic and dark matter and dark
energy [H0 = 71 km s−1Mpc−1,WM=0.27,WL =0.73;H0 is the Hubble constant andWM andWL are fractions
of the critical density of matter and dark energy, respectively (29)]. a and b are from a series of fits using
intrinsic pulse widths of 0.87 to 3.5ms; the uncertainties reflect the spread of values obtained (2). The observed
widths are shown; FRBs 110627, 110703, and 120127 are limited by the temporal resolution due to dis-
persion smearing. The energy released is calculated for the observing band in the rest frame of the source (2).

FRB 110220 FRB 110627 FRB 110703 FRB 120127

Beam right
ascension ( J2000)

22h 34m 21h 03m 23h 30m 23h 15m

Beam declination
( J2000)

−12° 24′ −44° 44′ −02° 52′ −18° 25′

Galactic latitude,
b (°)

−54.7 −41.7 −59.0 −66.2

Galactic longitude,
l (°)

+50.8 +355.8 +81.0 +49.2

UTC (dd/mm/yyyy
hh:mm:ss.sss)

20/02/2011
01:55:48.957

27/06/2011
21:33:17.474

03/07/2011
18:59:40.591

27/01/2012
08:11:21.723

DM (cm−3 pc) 944.38 T 0.05 723.0 T 0.3 1103.6 T 0.7 553.3 T 0.3
DME (cm

−3 pc) 910 677 1072 521
Redshift, z (DMHost =

100 cm−3 pc)
0.81 0.61 0.96 0.45

Co-moving distance,
D (Gpc) at z

2.8 2.2 3.2 1.7

Dispersion index, a −2.003 T 0.006 – −2.000 T 0.006 –
Scattering index, b −4.0 T 0.4 – – –
Observed width

at 1.3 GHz, W (ms)
5.6 T 0.1 <1.4 <4.3 <1.1

SNR 49 11 16 11
Minimum peak

flux density Sn(Jy)
1.3 0.4 0.5 0.5

Fluence at 1.3 GHz,
F (Jy ms)

8.0 0.7 1.8 0.6

SnD2 (× 1012 Jy kpc2) 10.2 1.9 5.1 1.4
Energy released, E (J) ~1039 ~1037 ~1038 ~1037

www.sciencemag.org SCIENCE VOL 341 5 JULY 2013 55

REPORTS

 o
n 

Ju
ly

 8
, 2

01
3

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fro

m
 

DM measured	


to <0.1%	


accuracy	



main	


uncertainty:	


host galaxy	


contribution	





fast radio bursts: future expectations	

Detecting highly dispersed bursts 377

Figure 2. Expected number of FRBs per hour for various observatories in the high-scattering simulations. The coloured bars show the number of FRBs
detectable in imaging surveys, assuming different spectral indices of 0.0 (white), −1.0, −2.0, −3.0 and −4.0 (darkest grey). The number of FRBs detectable
in beamformed surveys is indicated by the bars with a solid black outline. The DM range used was 0–6000 pc cm−3.

Figure 3. As Fig. 2, but for the no-scattering simulations.

algorithms the difference between imaging and beamformed data
could be reduced), and more stable on long time-scales. In addition,
because the more distant elements of an array are easier to include
in imaging observations, finding FRBs in images could offer a much
better localization of the source, and could help to associate it with
a host galaxy. Unfortunately, producing images which have inte-
gration times shorter than a few minutes is often difficult because
short integrations have reduced UV coverage, which can lead to

difficulties calibrating and cleaning the data correctly. Exceptions
to this include arrays with good instantaneous UV coverage, and
situations where the burst dominates the flux in the field-of-view.
Also, there is a practical limit on the shortest images, which is set
by the shortest possible correlator time, so images are less sensitive
to short bursts, and may be unable to resolve scatter broadening
or dispersion (although this limit has been improved radically; see
Law et al. 2011).
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1 event/hour�

1 event/day �

also Lorimer+ 13, Trott+ 13…	


large sample of IGM dispersion measurements possible	


need independent redshift for cosmological use	


1. arcsec localization -> host galaxy ID + z measurement	


2. 21cm absorption by host galaxy �

SKA� LOFAR � MWA ASKAP meerKAT �

Macquart+ 15, Margalit+ 15 �
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SKA detectability of high-z FRBs	


JCAP05(2016)004
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Figure 3. Left: prospect of detection for the four selected FRBs listed in table 1 placed at di↵erent
cosmological distances. We show Minimal (green), Median (red), Maximal (blue) and Lorimer (ma-
genta), together with the 5-� noise level of Phase 1 (solid) and Phase 2 (dotted) of SKA-MID with
1ms integration time, and SKA-LOW with 1ms (black) and 100ms (grey) integration times. Right:
signal to noise ratio for each FRB as a function of its redshift. We show the results for Phase 1 (solid)
and Phase 2 (dotted) of SKA for Minimal (green), Median (red), Maximal (blue) and Lorimer (ma-
genta) FRBs. We set an integration time of 1ms for SKA-MID and 100ms for SKA-LOW. Horizontal
lines mark 10 and 5 signal-to-noise thresholds.

3.2 Prospects of observation with SKA

We consider the four representative FRBs (table 1) as four types of sources with di↵erent

characteristic luminosities, i.e., with their intrinsic luminosity Lpeak
⌫0 and frequency ⌫0 fixed,

and estimate the signal to noise with which each type can be probed with the SKA. For each
burst we reverse the eq. (3.1) and find the peak flux of each FRB varying its redshift zFRB,
or, equivalently, its observed frequency ⌫FRB. The expected scaling of the signal with ⌫FRB

is shown on the left panel of figure 3 for each type of the FRBs together with the expected
10� sensitivity of SKA at each frequency for Phase 1 and 2 of the SKA-MID in Band 1
(0.35–0.95GHz) and Band 2 (0.95–1.76GHz) and of SKA-LOW (50–350MHz). For both
SKA-MID, which is an array of dish antennas, and SKA-LOW, an array of low-frequency
dipole antennas, the sensitivity is estimated as follows

� =
SEFDp

2tint�⌫BW
, (3.2)

where tint is the integration time, �⌫BW is the bandwidth and factor 2 of accounts for 2
polarization channels. SEFD ⌘ 2kB (Ae/Tsys)

�1 measured in Jy, is the system equivalent
flux density which depends on the e↵ective area, Ae, and the system temperature, Tsys,
which for Phase 1 of the SKA can be found in the SKA online documentation2 for the entire
SKA-LOW array and for a single dish of SKA-MID. To estimate the sensitivity of Phase 1
of SKA-MID we assume that the e↵ective area of the array is 133 times the area of a single
dish. Based on the SKA online documentation we assume that Phase 2 of SKA-MID will be
10 times better than Phase 1 in terms of SEFD, and SKA-LOW will be 4 times better.

According to our estimates and in agreement with previous studies [36], SKA-MID will
be a very powerful observatory for detecting all the FRBs except for the weakest ones, to

2
http://www.skatelescope.org/.
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E. Giallongo et al.: Faint AGNs at z > 4 in the CANDELS GOODS-S field

Fig. 5. Cosmic ionizing emissivity by AGNs as a function of redshift
assuming 〈 f 〉 = 1. Black squares are from our sample. The red continu-
ous curve is from the Haardt & Madau (2012) model. The long dashed
curve is from the Giallongo et al. (2012) model.

Fig. 6. Cosmic ionizing photoionization rate Γ−12 in units of 10−12 s−1

produced by AGNs as a function of redshift assuming 〈 f 〉 = 1. Black
filled squares represent the predicted contribution by faint AGNs from
the GOODS-S sample. Other small red symbols are the values inferred
from the ionization status of the IGM as derived from the Lyman-α
forest analysis in high-z QSO spectra.

the assumption of a high escape fraction of ionizing photons for
the global AGN population, including the X-ray absorbed AGN
fraction. Finally we discuss the implications that an ionizing
AGN population at very high redshift would have for an early
HeII reionization of the IGM.

6.1. Redshift reliability

Concerning the reliability of the derived redshift distribution in
our sample we should note that the evaluation of the photometric
redshifts becomes progressively more uncertain for fainter
sources with featureless SEDs. For this reason we have shown
in the Appendix the probability redshift distributions PDF(z) for
our candidates. In this context, as already stated, the estimate
of photometric redshifts for sources at z > 4 mainly relies on
the statistical significance of the Lyman-α forest (<1216 Å) and
Lyman break at 912 Å rest frame wavelength. In fact, the ex-
pected escaping Lyman continuum emission from the sources,
even assuming 〈 f 〉 $ 1, would be strongly depressed by IGM
absorption causing a flux dropout. As a consequence, the red-
shift uncertainty at z = 5−6 is related to the flux dropouts near
the Lyman-α and Lyman edge almost independently of the as-
sumed galaxy or AGN spectral library. Our assumption is cor-
roborated by the good agreement we found between the five
available spectroscopic redshifts and the photometric estimates
of the CANDELS catalogue. It is clear, however, that in cases
where the spectrum is particularly steep the evidence for the
presence of a Lyman break weakens, increasing consequently
the uncertainty in the redshift estimate. This is particularly true
for some of the z > 5 objects. We have already excluded object
29 323 from the LF analysis because of its peculiar SED and
PDF(z). Thus, five sources have been used for the LF estimate in
the highest redshift bin, among them 20 765, 28 476, and 33 160
have the most uncertain redshift estimates as shown in Fig. A.1.
To get a rough estimate of the uncertainties involved in the de-
rived volume densities of faint AGNs at z > 5 we have repeated
the estimate of the luminosity function at the highest redshift bin
excluding these sources. Two of them are the only sources in the
faintest and brightest LF bins (M1450 = −19 and M1450 = −21)
that would be removed. We have indicated with different sym-
bols these uncertain LF bins. Two sources remain in the LF bin
at M1450 = −20 slightly decreasing the average volume densities
by−0.1 to logφ = −4.8. This value would still be consistent with
the double power law extrapolation adopted to estimate the UV
emissivity. Finally, we note that some of these sources are rela-
tively bright at 8 microns, but this by no means represents a prior
against a high redshift solution for the estimated redshift. One of
the best studied X-ray absorbed faint AGNs in our catalogue,
273 (e.g. Vanzella et al. 2008), which has also been observed
by ALMA (Gilli et al. 2014), has a robust spectroscopic redshift
at z = 4.76 and an 8 micron apparent AB magnitude of 21.5.
Source 14 800 at spectroscopic redshift z = 4.82 also shows a
relatively bright IRAC continuum at levels of 22.5.

Very recently Weigel et al. (2015) searched for z > 5 AGNs
in the same GOODS-S field using almost the same CANDELS
dataset and found no convincing AGN candidates. The differ-
ent result depends on their adopted procedure. They looked for
z > 5 sources starting from the Xue et al. (2011) X-ray selected
catalogue, looking for plausible optical drop-outs and/or photo-
metric redshifts in the CANDELS images. Our sample is based
on NIR selection in the H band and reaches fainter X-ray fluxes
than the Xue et al. (2011) catalogue. Moreover photometric red-
shifts in our sample have been obtained from the CANDELS
multiwavelength catalogue derived from the B to the 8-micron
Spitzer band that included careful Spitzer deblended photome-
try. As an example one source in our sample (9713, not included
in the Xue et al. 2011 sample) has a spectroscopic confirmation
at z = 5.7. In our sample of 22 AGN candidates only two are in
common with the Xue et al. (2011) catalogue with an estimated
redshift z > 5. One of the two, 29323 (X156), has already been
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Planck Collaboration: Planck constraints on reionization history

Fig. 4. Left: Evolution of the ionization fraction for several functions, all having the same optical depth, ⌧ = 0.06: green and blue are
for redshift-symmetric instantaneous (�z = 0.05) and extended reionization (�z = 0.7), respectively; red is an example of a redshift-
asymmetric parameterization; and light blue and magenta are examples of an ionization fraction defined in redshift bins, with two
bins inverted between these two examples. Right: corresponding EE power spectra with cosmic variance in grey. All models have
the same optical depth ⌧ = 0.06 and are essentially indistinguishable at the reionization bump scale.

panded around a given fiducial model for CEE
` . Moreover, the po-

tential bias on the ⌧ measurement when analysing a more com-
plex reionization history using a simple sharp transition model
(Holder et al. 2003; Colombo & Pierpaoli 2009) is considerably
reduced for the (lower) ⌧ values as suggested by the Planck re-
sults. Consequently, we do not consider the non-parametric ap-
proach further.

4. Measuring reionization observables

Reionization leaves imprints in the CMB power spectra, both
in polarization at very large scales and in intensity via the sup-
pression of TT power at higher `. Reionization also a↵ects the
kSZ e↵ect, due to the re-scattering of photons o↵ newly liberated
electrons.

4.1. Large-scale CMB polarization

Thomson scattering between the CMB photons and free elec-
trons generates linear polarization from the quadrupole moment
of the CMB radiation field at the scattering epoch. This occurs
at recombination and also during the epoch of reionization. Re-
scattering of the CMB photons at reionization generates an ad-
ditional polarization anisotropy at large angular scales, because
the horizon size at this epoch subtends a much larger angular
size. The multipole location of this additional anisotropy (essen-
tially a bump) in the EE and T E angular power spectra relates to
the horizon size at the new “last-rescattering surface” and thus
depends on the redshift of reionization. The height of the bump
is a function of the optical depth or, in other words, of the history
of the reionization process. Such a signature (i.e., a polarization
bump at large scales) was first observed by WMAP, initially in
the T E angular power spectrum (Kogut et al. 2003), and later in
combination with all power spectra (Hinshaw et al. 2013).

In Fig. 3 we show for the “instantaneous” reionization case
(specifically the redshift-symmetric parameterization with �z =
0.5) power spectra for the E-mode polarization power spec-
trum CEE

` and the temperature-polarization cross-power spec-
trum CT E

` . The curves are computed with the CLASS Boltzmann

solver (Lesgourgues 2011) using ⌧ values ranging from 0.04 to
0.08. For the range of optical depth considered here and given
the amount of cosmic variance, the T E spectrum has only a
marginal sensitivity to ⌧, while in EE the ability to distinguish
di↵erent values of ⌧ is considerably stronger.

In Fig. 4 (left panel), the evolution of the ionized fraction
xe during the EoR is shown for five di↵erent parameterizations
of the reionization history, all yielding the same optical depth
⌧ = 0.06. Despite the di↵erences in the evolution of the ioniza-
tion fraction, the associated CEE

` curves (Fig. 4, right panel) are
almost indistinguishable. This illustrates that while CMB large-
scale anisotropies in polarization are only weakly sensitive to the
details of the reionization history, they can nevertheless be used
to measure the reionization optical depth, which is directly re-
lated to the amplitude of the low-` bump in the E-mode power
spectrum.

We use the Planck data to provide constraints on the
Thomson scattering optical depth for “instantaneous” reioniza-
tion. Figure 5 shows the posterior distributions for ⌧ obtained
with the di↵erent data sets described in Sect. 2 and compared
to the 2015 PlanckTT+lowP results (Planck Collaboration XIII
2016). We show the posterior distribution for the low-` Planck
polarized likelihood (lollipop) and in combination with the
high-` Planck likelihood in temperature (PlanckTT). We also
consider the e↵ect of adding the SPT and ACT likelihoods
(VHL) and the Planck lensing likelihood, as described in
Planck Collaboration XV (2016).

The di↵erent data sets show compatible constraints on the
optical depth ⌧. The comparison between posteriors indicates
that the optical depth measurement is driven by the low-` like-
lihood in polarization (i.e., lollipop). The Planck constraints
on ⌧ for a ⇤CDM model when considering the standard “instan-
taneous” reionization assumption (symmetric model with fixed
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effective optical depths in two contiguous redshift bins
( � �z3.10 3.18), possibly continuing to lower redshifts that
were excised due to geocoronal residuals. Other sightlines (e.g.,
SDSSJ2346−0016) show complete Gunn–Peterson troughs at
the same redshifts. This indicates that part of the spread in the
data is due to large-scale variance between the sightlines.

Figure 5 shows the 4 sightlines covering � �z3.34 3.5.
Half of the redshift bins have �U 4eff,He II , although all
sightlines are sensitive to �U 5eff,He II . Again we see a strong
sightline-to-sightline variance, with the highest effective optical
depths measured toward SDSSJ2346−0016, whereas the
absorption in two sightlines remains low (SDSSJ1319+5202
and SDSSJ1711+6052). Our Lyα effective optical depths are
in good agreement with inferences from He II Lyβ absorption at
these redshifts (Syphers et al. 2011). The lowest He II effective
optical depth at �z 3.3 is robustly measured in a flux spike in
the SDSSJ1319+5202 sightline at �z 3.44. Again we see
that the He II transmission occurs on smaller scales than our
% �z 0.04 redshift windows ( 1Ez 0.02 corresponding to 14
proper Mpc at �z 3.44). The other four detections occurring in
the sightlines to SDSSJ1319+5202 and SDSSJ1711+6052
are closer to the sensitivity limit, meaning that some of them
may be Poisson background fluctuations ( - -P0.001 0.043).
Large-scale underestimates of the background are unlikely, as
strong background oversubtractions would occur in other
regions. Consistency with a Poisson background fluctuation
(i.e., �P 0.01 for all four values) would require local
increases of the mean background by more than its estimated
1.6%–3.2% uncertainty (Appendix B.4). We conclude that
Poisson background fluctuations cannot entirely account for
these measurements.

Only two sightlines in our sample probe �z 3.5. Given the
large observed variance in Ueff,He II at �z 3, it is extremely
difficult to draw firm conclusions on the redshift evolution of
the He II absorption at the highest redshifts. Moreover, the

decreasing instrument sensitivity at the corresponding wave-
lengths λ>1350Å combined with the faintness of the targets
results in low sensitivity to high Ueff,He II values, some of which
can be seen already at �z 3.4. Statistically robust constraints
on the redshift evolution of the He II effective optical depth at
�z 3.5 will require a larger sample of He II sightlines observed

at high S/N. Analysis of our recently obtained sample of three
�z 3.6 sightlines is forthcoming (Program 13875).
We may compare the Ueff,He II distributions with redshift to

test statistically for evolution in the He II opacity. The median
value of Ueff,He II is not well defined at �z 3 due to the frequent
sensitivity limits and limited statistics. In an attempt to better
sample the underlying distribution of Ueff,He II at a given redshift,
we assumed that contiguous % �z 0.04 redshift bins of the
same sightline are independent, a strong approximation given
the significant correlation between neighboring redshift bins,
especially at �z 3. The median Ueff,He II increases gradually
from 1.94 at �z 2.70 (19 measurements at � �z2.66 2.74)
to 5.17 at �z 3.4 (10 measurements at � �z3.34 3.50),
although the latter is poorly constrained to the highest robustly
measured Ueff,He II value (50% of the data are sensitivity limits).
Nevertheless, this result highlights the trend described above:
the effective He II Lyα opacity increases monotonically from
�z 2.4 to �z 3.4 by a factor of 2–3.
Armed with our statistical formalism to estimate the signal

significance, we combined the sightlines to estimate the overall
significance of any residual flux. While this dilutes the
significance of individual detections, it also averages out
individual background errors. For both high-redshift intervals

� �z3.06 3.26 and � �z3.34 3.50, the probability that all
measured counts above the background are caused by Poisson
background fluctuations is very small ( � �P 10 7 and
� q �P 2 10 6, respectively). At � �z3.34 3.50 the flux

spike in SDSSJ1319+5202 dominates the signal. Discarding

Figure 3. He II effective optical depth Ueff,He II vs. redshift for 17 He II sightlines in identical redshift bins of% �z 0.04 (x10 proper Mpc at _z 3), discovered in our
Cycle17 survey (Figure 1) or reanalyzed from the HST archive (Figure 2). The measured Ueff,He II values are plotted as black circles with error bars distinguishing
statistical errors due to Poisson count statistics (black, double-sided T1 errors corresponding to a confidence level of 68.26%) and additional systematic errors from
background uncertainties (gray). For clarity, the data are plotted slightly offset with respect to the identical bin centers and total error bars smaller than the symbol size
have been omitted. For every measurement we also plot the T1 instrumental sensitivity limit (red horizontal dashes), which we adopt as measured values (arrow
symbols) if the upper confidence level includes infinite Ueff,He II or if the signal is formally negative ( �P 0.1587). Overplotted are predictions from a semianalytic
model of a reionized IGM matching low-redshift observations with two representative n nHe HII I ratios of 60 and 200 (green lines), and results evaluated in% �z 0.04
bins from a numerical simulation by McQuinn et al. (2009) in which He II reionization finishes at �z 2.7reion (blue; solid: median Ueff,He II, dashed: T1 deviation).
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Parameters best-fit with 95% C.L. fixed �-model (No MCMC)
without He II data with He II data H07 (� = �0.27) MH15 (� = �0.01)

� �0.04 [�3.69, 0.0] �0.20 [�0.56,�0.04] �0.27 �0.01
✏II ⇥ 103 2.74 [0.88, 4.94] 3.75 [2.50, 4.93] 3.30 1.50
�0 3.46 [1.73, 7.21] 2.42 [1.74, 5.20] 3.85 4.96
�crit 58.75 [24.59, 59.98] 52.63 [25.42, 59.96] 60.0 60.0
⌧el 0.062 [0.056, 0.074] 0.064 [0.058, 0.070] 0.062 0.061

Table 1. Best-fit value and 95% C.L. errors of the model parameters (above four) and derived parameter (bottom row) obtained from the current MCMC
analysis for two cases: with and without He II data. We also show the H07 and MH15 models with � = �0.27 and �0.01 respectively, where we fix
�crit = 60 and choose some ✏II and �0 so that they can fairly match all the datasets considered here for hydrogen reionization.

Figure 2. The MCMC constraints on various quantities related to reionization. Different panels indicate: (a) hydrogen photoionization rates �PI, (b) electron
scattering optical depth ⌧el, (c) redshift evolution of Lyman-limit systems dNLL/dz, (d) effective He II Ly↵ optical depth ⌧e↵,HeII (e) volume filling factor
of ionized hydrogen QHII, (f) neutral hydrogen fraction xHI(z), (g) He III ionized volume filling factor QHeIII and (h) global He II fraction xHeII. The
solid blue and dashed white lines correspond to the mean evolution obtained from the models with He II data and without He II data respectively. The shaded
regions refer to the 2-� confidence limits around the mean value for the corresponding models. The black points with errorbars are the current observational
limits on reionization, see the main text for references. For comparison, we also plot the H07 (i.e. � = �0.27) and MH15 (� = �0.01) models.

points at 2 < z < 6 quite reasonably for the constraints obtained.
From the evolution of volume filling factor QHII of H II regions
(panel e) and the global neutral hydrogen fraction xHI (panel f),
we find that the hydrogen reionization history is reasonably well
constrained, in spite of the quasar emissivity being allowed to take
such wide range of values. This is because any variation in � is
appropriately compensated by a similar change in ✏II making sure
that the models agree with the observations. In fact, the allowed
range of ✏II, as can be seen from Table 1, is also quite wide be-
tween ⇠ 9 ⇥ 10�4� ⇠ 5 ⇥ 10�3. We also find that the model
can match the current observed constraints on xHI quite reason-
ably within their errorbars. Note that the match is quite impressive,
given the fact that we did not include these datasets, except the
McGreer et al. (2015) data at z ⇠ 5 � 6, as constraints in the
current analysis. The observational limits (black points) are taken
from various measurements by Fan et al. (2006) (filled circle), Mc-
Greer et al. (2015) (open triangle), Totani et al. (2006); Chornock
et al. (2013) (filled triangle), Bolton et al. (2011); Schroeder et al.

(2013) (filled diamond), Ota et al. (2008); Ouchi et al. (2010) (open
square), Schenker et al. (2014) (filled square).

Moving on to quantities related to He II reionization, we plot
the effective optical depth ⌧e↵,HeII in panel d. The points with er-
ror bars are from Worseck et al. (2016), binned appropriately for the
MCMC analysis. Note that, these data points are not taken into ac-

count for the results presented in this subsection. Clearly, ignoring
these data points lead to the 2-� allowed regions that are consider-
ably wide which is also related to the fact that � is allowed to take a
wide range of values. We show the evolution of He III ionized vol-
ume fraction QHeIII and the global He II fraction xHeII in panels
g and h, respectively. The case QHeIII = 1 implies that helium is
doubly reionized, and the xHeII in that case is determined by the
residual He II fraction in the He III regions. The global He II reion-
ization history mainly depends on the contribution from QSOs and
thus leaves a distinguishing features for different � models - higher
the value of �, earlier the He II reionization occurs. The best-fit
model without He II data or the AGN-dominated MH15 model in-
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(McQuinn 2016; D’Aloisio et al. 2016). Thus, it would be inter-
esting to see what sources could support such an early reionization
within our semi-analytic formalism.

The observed values of ⌧e↵,HeII along different sightlines
show a large scatter particularly at z & 3 (Worseck et al. 2016).
In order to adapt them into our likelihood analysis, we have binned
the data points within redshift intervals of z = 0.2 and calculated
the mean. The errors are calculated using the extreme values of
⌧e↵,HeII along different lines of sight.

The inclusion of the ⌧e↵,HeII would imply additional calcula-
tions in our theoretical model. We briefly summarize the additional
steps which have been included for this purpose, the details can be
found in Choudhury & Ferrara (2005).

• As in the case of hydrogen reionization, we assume the He II

in the low-density � < �crit,HeII to be ionized first, where
�crit,HeII is the critical overdensity similar to the �crit used for
hydrogen reionization. It is essentially determined by the mean sep-
aration between helium ionizing sources and can, in principle, be
different from �crit. However, we find that our results are relatively
insensitive to the exact chosen value of �crit,HeII, hence we avoid
introduction of one more free parameter in our model and simply
use �crit,HeII = �crit.
• We use relations analogous to equations (1) and (2) to esti-

mate the mean free path �mfp,HeII for He II ionizing photons. Given
the emissivity ✏⌫ and �mfp,HeII, it is straightforward to calculate
the photoionization rate for He II (assuming �mfp,HeII to be much
smaller than the horizon size, which holds true for z & 2).
• We evolve the average fraction of different ionization states

of helium, along with that of hydrogen and the temperature, which
can then be used for calculating the Ly↵ optical depth ⌧HeII for
helium. The effective optical depth is simply obtained from the av-
erage value of the corresponding transmitted flux and is given by

⌧e↵,HeII = � ln
⌦
e�⌧HeII

↵
. (5)

3 RESULTS: MCMC CONSTRAINTS

We perform an MCMC analysis over all the parameter space
{✏II,�0,�crit,�} using the above mentioned datasets. We employ
a code based on the publicly available COSMOMC (Lewis & Bri-
dle 2002) code and run a number of separate chains until the usual
Gelman and Rubin convergence criterion is satisfied. This method
based on the MCMC analysis has already been developed in our
previous works (Mitra et al. 2011, 2012, 2015).

While presenting the results, we clearly distinguish between
two cases: (i) “without He II data” where we obtain constraints us-
ing only hydrogen reionization data (Section 2.2), and (ii) “with
He II data” where we include the ⌧e↵,HeII data as well (Section
2.3). This is done to emphasize the significance of the He II reion-
ization data in constraining the QSO emissivity models.

The results from our current MCMC analysis for these two
models are summarized in Table 1, where the first four rows are for
the free parameters of the model and the last one (⌧el) corresponds
to the derived parameter. For comparison, we also show here H07
(� = �0.27) and MH15 (� = �0.01) cases. For that, we fix the
�crit = 60 (following our earlier works) and choose some combi-
nation of ✏II and �0 (without running the MCMC) so that they can
reasonably match the observed datasets for photoionization rates,
redshift evolution of LLSs and also produce ⌧el which is allowed
by Planck 2016. We have plotted the MCMC constraints on the

Figure 1. MCMC constraints on ionizing comoving AGN emissivity for
two different cases: (i) without taking He II data - white dashed lines for
best-fit result with orange shaded region around it for 2-� C.L., (ii) with
He II data - solid blue curve for the best-fit with shaded cyan region for
2-� limits. The H07 (or � = �0.27) and MH15 (or � = �0.01) mod-
els are also shown here by dotted and dot-dashed curves respectively.The
black points with errorbars are the observed data inferred from QLFs by
Giallongo et al. (2015).

comoving AGN emissivities in Fig. 1 and the other quantities of
interest in Fig. 2. The constraints on the fraction of hydrogen pho-
toionization rates contributed by QSOs (compared to its total, i.e.,
QSOs + galaxies, value) are shown in Fig. 3. For comparison, we
also show the H07 and MH15 models in these three figures.

3.1 Constraints “without He II data”

The 2-� or 95% confidence limits on our model parameters without
He II data are given in the second column of Table 1 and shown
by the shaded orange regions in Figs 1–3. The best-fit model is
shown by the dashed white curves in these figures. We can see from
the table that the data allows a wide range of � values spanning
from ⇠ �4 (signifying that the quasar contributions are almost
negligible at z > 2) to ⇠ 0 (signifying that the quasars dominate
even at higher redshifts and a very little contribution is coming from
galaxies). This is also evident from Fig. 1 where we see that the
shaded orange region is remarkably wide. Both the H07 (dotted
black curve) and MH15 (dot-dashed black curve) cases are well
inside this allowed region at z & 4.

From the MCMC constraints on various quantities related to
reionization shown in Fig. 2, we find that the allowed 2-� confi-
dence limits are relatively narrower for low-z regime and increase
at z & 6. This is expected as most of the datasets used in this work
exist only at low redshifts z 6 6, whereas the higher-z epoch is
poorly constrained (Mitra et al. 2011, 2015). We plot the evolu-
tion of photoionization rates �PI in panel a. The MCMC constraint
obtained is in general agreement with the observational measure-
ments from Bolton & Haehnelt (2007); Becker & Bolton (2013) in
the interval 2 < z < 6. The reionization optical depth for the best-
fit model is in a good agreement with the Planck 2016 data (black
point with errorbar in panel b). We also show the earlier Planck
2015 limit by dotted red lines. In panel c, we plot the evolution of
Lyman-limit systems which again matches the observational data
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Fast Radio Burst Science Jean-Pierre Macquart

Another method of exploring the baryon distribution involves stacking FRBs based on their
angular proximity to galaxies in order to measure the mean baryon profile of galaxies to large radii
(McQuinn 2014). This technique requires sub-arcminute (or better) localization of each FRB.

Figure 1: Possible probability distributions of FRB dispersion measures for bursts located at z = 1. The
distribution depends on how the baryons are distributed near the halos of galaxy clusters along the line of
sight. The more diffuse the gas, the more concentrated is the probability density around its central value.
Here, strong feedback corresponds to a scenario in which the baryonic extent of each galaxy cluster halo
extends to 2 virial radii, while the weak feedback corresponds to one in which the halo extends to only half
the cluster virial radius. (See McQuinn (2014) for more details.)

2.2 Cosmic Rulers

Measurements of Type Ia SNe out to z ∼ 1.5 have been used to determine the dark energy
content of the Universe. The opportunity exists to make much more detailed measurements of the
geometry of the Universe using impulsive transients at redshifts > 2, where their DM contribution
is dominated by the IGM. FRBs are much brighter relative to telescope sensitivity than Type Ia
SNe and are potentially easily detectable to much higher redshifts, especially with high-sensitivity,
wide-field telescopes. FRBs offer access to the dark energy equation of state parameter w(z) = p/ρ
(Zhou et al. 2014).

The basis for using transients as cosmic rulers is that its average DM at a redshift z depends
on the geometry of the Universe in a specific manner. Transients are usable as cosmic rulers in the
sense that a comparison of their DM to their redshift, when coupled with a model for the average
electron density of the Universe as a function of redshift, enables one to measure the time of flight
of the photons and hence the path length. It is in this sense that transients represent cosmic rulers3.

3The essence of the argument is that, in the integral over path length
∫

nedl, one writes dl = cdt = c|dt/dz|dz.
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Figure 1. Top panel: the average number of halos above the specified mass
thresholds that a sightline intersects within 1rvir. Bottom panel: the mean
dispersion measure (solid curve) as well as the standard deviation in its value
for the considered models (other curves).
(A color version of this figure is available in the online journal.)

For this curve and subsequent analytic calculations, we take all
of the cosmic baryons to be in a diffuse, fully ionized phase.

The sightline-to-sightline scatter in DM(z) primarily owes
to scatter in the number of collapsed systems that a sightline
encounters. The top panel of Figure 1 shows the number of
halos above the specified halo mass thresholds that the average
sightline intersects within 1rvir. For a sightline with zs = 1, on
average it intersects N (mh) = 1, 3, 10, and 20 halos with mh
greater than 1013, 1012, 1011, and 1010 M!, respectively. The
fraction of the dark matter that resides in halos above these
masses is f = 0.19, 0.30, 0.39, and 0.46 at z = 0 (f = 0.07,
0.16, 0.26, 0.33 at z = 1). Halos with mh < 1010 M! are
below the Jeans’ mass of the IGM and, therefore, unlikely to be
overdense in gas.

The sightline-to-sightline variance in DM(zs) is given by

σ 2[DM] =
∫ zs

0

c dz1

a1H (z1)

∫ zs

0

c dz2

a2H (z2)
ρ̄2

e (0) 〈δe(z1)δe(z2)〉 ,

≈
∫ zs

0

c dz

H (z)
(1 + z)2ρ̄2

e (0)
∫

d2k⊥

(2π )2
Pe(k⊥, z),

where an = (1 + zn)−1, ρ̄e(z) is the mean electron number
density, δe(z) is the electron overdensity, Pe(k, z) = 〈|δ̃e(k, z)2|〉
is its spatial three-dimensional power spectrum, tildes denote the
Fourier dual in the convention where 2π ’s appear only under
dk’s, and 〈. . .〉 indicates an ensemble average.

To calculate Pe and hence σ 2[DM], we consider three models
(ordered in increasing sophistication) for halos’ gas profile of
the ionized baryons:

1. The baryons associated with mh > 1010 M! halos are
distributed as a top hat with radius Xrvir, which yields for

each halo a DM at R ' Xrvir of

∆DM = 28 (1 + z)
α2/3

X2

(
mh

1012 M!

)1/3

cm−3 pc.

Here, α is the dark matter density within 1rvir in units of 200
times its cosmic mean. The unassociated baryons (or those
associated with less massive halos) in this model and Model
2 are assumed to trace the linear density field. As long as
they are more diffuse than the baryons associated with the
more massive halos, this assumption has little impact on
our results.

2. The baryons trace the dark matter halo profile above a cer-
tain mass threshold, m∗. Our calculations assume NFW halo
profiles (Navarro et al. 1996) and the concentration–halo
mass relation of Bullock et al. (2001). In addition, we use the
case m∗ = 1013 M! to approximate the Sharma et al. (2012)
model for the intrahalo medium. Sharma et al. (2012) find
that halos with mh > 1013 M! have the potential to retain
most of their gas in a virialized intrahalo medium, whereas
lower mass halos cannot as densities would be required that
are thermally unstable.

3. The baryon distribution in the “swinds” 40 h−1 Mpc,
2 × 5123 particle cosmological simulation of Faucher-
Giguère et al. (2011), which was run with the GADGET-3
SPH code (Springel 2005). This simulation uses the
Springel & Hernquist (2003) galactic wind prescription,
with 2 M! ejected in a 342 km s−1 wind for every 1 M!
of star formation. These parameters were chosen to match
observations of the z = 0 stellar mass function.

We use the standard halo model to calculate Pe for Models 1
and 2, but with the specified baryonic profiles rather than NFW
profiles. The standard halo model approximates correlations in
the cosmological density field as a superstition of the linear
density field correlations (convolved with the halos’ profiles)
plus a Poissonian term that results from internal correlations
within each halo. This ansatz has met much success reproducing
the statistics of the nonlinear dark matter field (see Cooray &
Sheth 2002 for a review). For Model 3, we instead trace skewers
through the simulation volume on the light cone.

The curves in the bottom panel of Figure 1 show our estimates
for σ [DM] in the three baryonic profile models. Model 2 with
m∗ = 1010 M!, annotated as “trace the dark matter,” results in
the largest dispersion, with σ [DM] = 400 cm−3 pc at z = 1.
The other models have reduced dispersion, with the 1rvir top
hat model having the smallest with σ [DM] = 180 cm−3 pc. The
dispersion in the case where the baryons trace NFW halos for
mh > 1013 M! (which mimics the Sharma et al. 2012 model) is
only somewhat smaller than the dark matter tracing case, which
we explain in Section 3. These variances are not only a signal,
but set the noise of the stacking analysis discussed in Section 4.

Our models have ignored the contribution of a disky elec-
tronic component to σ [DM]. There are two justifications for
this omission. First, the disky component is unlikely to con-
tribute significantly to σ [DM]. In the Cordes & Lazio (2002)
model for the Milky Way electron distribution, an r = 18 kpc
thick disk contributes a maximum of 60 cm−3 pc for sightlines
perpendicular to the disk plane, and the thick disk is the largest
contributor to the electronic column everywhere except in the
Galactic Center. Consider a toy model motivated by the Milky
Way thick disk in which all galactic disks have a column of
DMdisk = 100 cm−3 pc. If 10% of zs = 1 sightlines intersect
disks (a factor of a few higher than empirical estimates based on
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Figure 1. Top panel: the average number of halos above the specified mass
thresholds that a sightline intersects within 1rvir. Bottom panel: the mean
dispersion measure (solid curve) as well as the standard deviation in its value
for the considered models (other curves).
(A color version of this figure is available in the online journal.)

For this curve and subsequent analytic calculations, we take all
of the cosmic baryons to be in a diffuse, fully ionized phase.

The sightline-to-sightline scatter in DM(z) primarily owes
to scatter in the number of collapsed systems that a sightline
encounters. The top panel of Figure 1 shows the number of
halos above the specified halo mass thresholds that the average
sightline intersects within 1rvir. For a sightline with zs = 1, on
average it intersects N (mh) = 1, 3, 10, and 20 halos with mh
greater than 1013, 1012, 1011, and 1010 M!, respectively. The
fraction of the dark matter that resides in halos above these
masses is f = 0.19, 0.30, 0.39, and 0.46 at z = 0 (f = 0.07,
0.16, 0.26, 0.33 at z = 1). Halos with mh < 1010 M! are
below the Jeans’ mass of the IGM and, therefore, unlikely to be
overdense in gas.

The sightline-to-sightline variance in DM(zs) is given by

σ 2[DM] =
∫ zs

0

c dz1

a1H (z1)

∫ zs

0

c dz2

a2H (z2)
ρ̄2

e (0) 〈δe(z1)δe(z2)〉 ,

≈
∫ zs

0

c dz

H (z)
(1 + z)2ρ̄2

e (0)
∫

d2k⊥

(2π )2
Pe(k⊥, z),

where an = (1 + zn)−1, ρ̄e(z) is the mean electron number
density, δe(z) is the electron overdensity, Pe(k, z) = 〈|δ̃e(k, z)2|〉
is its spatial three-dimensional power spectrum, tildes denote the
Fourier dual in the convention where 2π ’s appear only under
dk’s, and 〈. . .〉 indicates an ensemble average.

To calculate Pe and hence σ 2[DM], we consider three models
(ordered in increasing sophistication) for halos’ gas profile of
the ionized baryons:

1. The baryons associated with mh > 1010 M! halos are
distributed as a top hat with radius Xrvir, which yields for

each halo a DM at R ' Xrvir of

∆DM = 28 (1 + z)
α2/3

X2

(
mh

1012 M!

)1/3

cm−3 pc.

Here, α is the dark matter density within 1rvir in units of 200
times its cosmic mean. The unassociated baryons (or those
associated with less massive halos) in this model and Model
2 are assumed to trace the linear density field. As long as
they are more diffuse than the baryons associated with the
more massive halos, this assumption has little impact on
our results.

2. The baryons trace the dark matter halo profile above a cer-
tain mass threshold, m∗. Our calculations assume NFW halo
profiles (Navarro et al. 1996) and the concentration–halo
mass relation of Bullock et al. (2001). In addition, we use the
case m∗ = 1013 M! to approximate the Sharma et al. (2012)
model for the intrahalo medium. Sharma et al. (2012) find
that halos with mh > 1013 M! have the potential to retain
most of their gas in a virialized intrahalo medium, whereas
lower mass halos cannot as densities would be required that
are thermally unstable.

3. The baryon distribution in the “swinds” 40 h−1 Mpc,
2 × 5123 particle cosmological simulation of Faucher-
Giguère et al. (2011), which was run with the GADGET-3
SPH code (Springel 2005). This simulation uses the
Springel & Hernquist (2003) galactic wind prescription,
with 2 M! ejected in a 342 km s−1 wind for every 1 M!
of star formation. These parameters were chosen to match
observations of the z = 0 stellar mass function.

We use the standard halo model to calculate Pe for Models 1
and 2, but with the specified baryonic profiles rather than NFW
profiles. The standard halo model approximates correlations in
the cosmological density field as a superstition of the linear
density field correlations (convolved with the halos’ profiles)
plus a Poissonian term that results from internal correlations
within each halo. This ansatz has met much success reproducing
the statistics of the nonlinear dark matter field (see Cooray &
Sheth 2002 for a review). For Model 3, we instead trace skewers
through the simulation volume on the light cone.

The curves in the bottom panel of Figure 1 show our estimates
for σ [DM] in the three baryonic profile models. Model 2 with
m∗ = 1010 M!, annotated as “trace the dark matter,” results in
the largest dispersion, with σ [DM] = 400 cm−3 pc at z = 1.
The other models have reduced dispersion, with the 1rvir top
hat model having the smallest with σ [DM] = 180 cm−3 pc. The
dispersion in the case where the baryons trace NFW halos for
mh > 1013 M! (which mimics the Sharma et al. 2012 model) is
only somewhat smaller than the dark matter tracing case, which
we explain in Section 3. These variances are not only a signal,
but set the noise of the stacking analysis discussed in Section 4.

Our models have ignored the contribution of a disky elec-
tronic component to σ [DM]. There are two justifications for
this omission. First, the disky component is unlikely to con-
tribute significantly to σ [DM]. In the Cordes & Lazio (2002)
model for the Milky Way electron distribution, an r = 18 kpc
thick disk contributes a maximum of 60 cm−3 pc for sightlines
perpendicular to the disk plane, and the thick disk is the largest
contributor to the electronic column everywhere except in the
Galactic Center. Consider a toy model motivated by the Milky
Way thick disk in which all galactic disks have a column of
DMdisk = 100 cm−3 pc. If 10% of zs = 1 sightlines intersect
disks (a factor of a few higher than empirical estimates based on
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Figure 1. Top panel: the average number of halos above the specified mass
thresholds that a sightline intersects within 1rvir. Bottom panel: the mean
dispersion measure (solid curve) as well as the standard deviation in its value
for the considered models (other curves).
(A color version of this figure is available in the online journal.)

For this curve and subsequent analytic calculations, we take all
of the cosmic baryons to be in a diffuse, fully ionized phase.

The sightline-to-sightline scatter in DM(z) primarily owes
to scatter in the number of collapsed systems that a sightline
encounters. The top panel of Figure 1 shows the number of
halos above the specified halo mass thresholds that the average
sightline intersects within 1rvir. For a sightline with zs = 1, on
average it intersects N (mh) = 1, 3, 10, and 20 halos with mh
greater than 1013, 1012, 1011, and 1010 M!, respectively. The
fraction of the dark matter that resides in halos above these
masses is f = 0.19, 0.30, 0.39, and 0.46 at z = 0 (f = 0.07,
0.16, 0.26, 0.33 at z = 1). Halos with mh < 1010 M! are
below the Jeans’ mass of the IGM and, therefore, unlikely to be
overdense in gas.

The sightline-to-sightline variance in DM(zs) is given by

σ 2[DM] =
∫ zs

0

c dz1

a1H (z1)

∫ zs

0
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a2H (z2)
ρ̄2

e (0) 〈δe(z1)δe(z2)〉 ,

≈
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(1 + z)2ρ̄2

e (0)
∫

d2k⊥

(2π )2
Pe(k⊥, z),

where an = (1 + zn)−1, ρ̄e(z) is the mean electron number
density, δe(z) is the electron overdensity, Pe(k, z) = 〈|δ̃e(k, z)2|〉
is its spatial three-dimensional power spectrum, tildes denote the
Fourier dual in the convention where 2π ’s appear only under
dk’s, and 〈. . .〉 indicates an ensemble average.

To calculate Pe and hence σ 2[DM], we consider three models
(ordered in increasing sophistication) for halos’ gas profile of
the ionized baryons:

1. The baryons associated with mh > 1010 M! halos are
distributed as a top hat with radius Xrvir, which yields for

each halo a DM at R ' Xrvir of

∆DM = 28 (1 + z)
α2/3

X2

(
mh

1012 M!

)1/3

cm−3 pc.

Here, α is the dark matter density within 1rvir in units of 200
times its cosmic mean. The unassociated baryons (or those
associated with less massive halos) in this model and Model
2 are assumed to trace the linear density field. As long as
they are more diffuse than the baryons associated with the
more massive halos, this assumption has little impact on
our results.

2. The baryons trace the dark matter halo profile above a cer-
tain mass threshold, m∗. Our calculations assume NFW halo
profiles (Navarro et al. 1996) and the concentration–halo
mass relation of Bullock et al. (2001). In addition, we use the
case m∗ = 1013 M! to approximate the Sharma et al. (2012)
model for the intrahalo medium. Sharma et al. (2012) find
that halos with mh > 1013 M! have the potential to retain
most of their gas in a virialized intrahalo medium, whereas
lower mass halos cannot as densities would be required that
are thermally unstable.

3. The baryon distribution in the “swinds” 40 h−1 Mpc,
2 × 5123 particle cosmological simulation of Faucher-
Giguère et al. (2011), which was run with the GADGET-3
SPH code (Springel 2005). This simulation uses the
Springel & Hernquist (2003) galactic wind prescription,
with 2 M! ejected in a 342 km s−1 wind for every 1 M!
of star formation. These parameters were chosen to match
observations of the z = 0 stellar mass function.

We use the standard halo model to calculate Pe for Models 1
and 2, but with the specified baryonic profiles rather than NFW
profiles. The standard halo model approximates correlations in
the cosmological density field as a superstition of the linear
density field correlations (convolved with the halos’ profiles)
plus a Poissonian term that results from internal correlations
within each halo. This ansatz has met much success reproducing
the statistics of the nonlinear dark matter field (see Cooray &
Sheth 2002 for a review). For Model 3, we instead trace skewers
through the simulation volume on the light cone.

The curves in the bottom panel of Figure 1 show our estimates
for σ [DM] in the three baryonic profile models. Model 2 with
m∗ = 1010 M!, annotated as “trace the dark matter,” results in
the largest dispersion, with σ [DM] = 400 cm−3 pc at z = 1.
The other models have reduced dispersion, with the 1rvir top
hat model having the smallest with σ [DM] = 180 cm−3 pc. The
dispersion in the case where the baryons trace NFW halos for
mh > 1013 M! (which mimics the Sharma et al. 2012 model) is
only somewhat smaller than the dark matter tracing case, which
we explain in Section 3. These variances are not only a signal,
but set the noise of the stacking analysis discussed in Section 4.

Our models have ignored the contribution of a disky elec-
tronic component to σ [DM]. There are two justifications for
this omission. First, the disky component is unlikely to con-
tribute significantly to σ [DM]. In the Cordes & Lazio (2002)
model for the Milky Way electron distribution, an r = 18 kpc
thick disk contributes a maximum of 60 cm−3 pc for sightlines
perpendicular to the disk plane, and the thick disk is the largest
contributor to the electronic column everywhere except in the
Galactic Center. Consider a toy model motivated by the Milky
Way thick disk in which all galactic disks have a column of
DMdisk = 100 cm−3 pc. If 10% of zs = 1 sightlines intersect
disks (a factor of a few higher than empirical estimates based on
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In progress: quantify constraints on mWDM	


prospects for probing small-scale feedback	


prospects for cross correlations with galaxy surveys…	



profile: top hat <Rv	


Mmin=1010 MΘ	


        ~MJ,IGM �

variance computed	


via std. halo model	


as in McQuinn 13	



今後：�mWDMに対する制限の定量化	


           missing satellite問題との関連（WDM解に限らず）	


���������光赤外、X線とのcross correlationの検討	



(missing satellites, core-cusp, too-big-to-fail…)	





summary�
- 21cm forest: unique, valuable probe of cosmic reionization,	


   nonstandard physics	


   new approach of statistical detection via stacking	


   of moderate sources	


- background sources: young radio galaxies (CSS/GPS),	


  blazars more promising than GRBs or mature radio galaxies	



- fast radio bursts: 正体不明の新種突発電波源	


��redshiftが測定できるようになれば電離ガスの	


  ユニークなプローブ	



- fast radio bursts: (potentially) unique, new probe of	


  ionized intergalactic baryons	


  -> cosmic H+He reionization by stars+quasars	


  -> small scale fluctuations, feedback in dwarf galaxies…	




